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Abstract 

More researchers are proposing artificial intelligence algorithms for Internet of Things (IoT) devices and applying them 
to themes such as smart cities and smart transportation. In recent years, relevant research has mainly focused on data 
processing and algorithm modeling, and most have shown good prediction results. However, many algorithmic 
models often adjust parameters for the corresponding datasets, so the robustness of the models is weak. When dif-
ferent types of data face other model parameters, the prediction performance often varies a lot. Thus, this work starts 
from the perspective of data processing and algorithm models. Taking traffic data as an example, we first propose 
a new data processing method that processes traffic data with different attributes and characteristics into a dataset 
that is more common for most models. Then we will compare different types of datasets from the perspective of mul-
tiple model parameters, and further analyze the precautions and changing trends of different traffic data in machine 
learning. Finally, different types of data and ranges of model parameters are explored, together with possible reasons 
for fluctuations in forecast results when data parameters change.
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Introduction
With the rapid progress of current science and tech-
nology and the arrival of the Internet of Things (IoT) 
era, the number of various intelligent devices used in 
people’s daily lives has increased significantly. The huge 
number of smart devices generates a large amount of 
data, providing a large number of samples for the field 
of artificial intelligence (AI). Researchers have used AI 
algorithms in a variety of traditional fields, including 
industry and machinery [1]. For example, deep learning 
methods composed of different encoders and decod-
ers can realize industrial system design [2], abnormal 
detection, mechanical fault diagnosis, and other func-
tions [3]. Reasonable analysis and processing of data 

can monitor the operation status of equipment, predict 
the trend of equipment, improve the efficiency of cit-
izens’ work and life, and ensure the safety of people’s 
property [4]. The Internet of Things makes a network 
between different devices by setting device nodes and 
edges and integrating and aggregating data features 
through node computing and edge computing [5]. 
Researchers can more accurately analyze the situa-
tion between the whole and the individual, clarify the 
correlation between different devices, and obtain the 
characteristics of devices by forming network intercon-
nection data between devices for node computing and 
edge computing. Finally, better detection of the equip-
ment can be achieved and the future operation of the 
equipment can be predicted. Under the current social 
background, this research has very practical value in 
many fields, such as transportation, weather, epidemic 
transmission, air quality, earthquake direction, etc. [6]. 
Many researchers combine edge computing with image 
processing, cloud computing, and other methods to 
monitor the operation of intelligent devices of the IoT 
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[7, 8]. Next, take the traffic situation as an example to 
explain in detail.

As the road network of modern urban traffic is highly 
complex, and the number of cars owned by citizens has 
increased significantly, the entire road network can no 
longer be effectively supervised and controlled manu-
ally. The work difficulty and workload of purely manual 
participation in traffic management are increasing [9]. 
Therefore, the concept of intelligent transportation was 
proposed by researchers [10]. It is a way to solve traffic 
problems and alleviate traffic congestion in recent years 
by integrating machines into traffic and borrowing 
machines to participate in the analysis, prediction, and 
future traffic decisions of traffic data [11]. Only when 
the future traffic situation is mastered, can the man-
agement decision-makers make regulations based on 
the basis, such as traffic police call, intersection patrol, 
signal time adjustment, and other actions [12]. With 
the increasingly improved national infrastructure, we 
can collect relatively complete traffic flow data through 
road monitoring, providing a large number of samples 
for the training of artificial intelligence algorithms [13]. 
On the other hand, in recent years, the concept of the 
“Internet of Vehicles” has been proposed, and a large 
number of smart cars, mainly new energy vehicles, have 
begun to come out and achieved good sales [14]. These 
vehicles can upload vehicle location information and 
time information via GPS. The Internet of vehicles can 
transmit terminal data and carry out edge computing 
through on-board applications [15]. This kind of float-
ing car data has gradually become an important part of 
traffic data samples [16]. To make full use of this kind of 
data to analyze traffic conditions, researchers have pro-
posed mobile edge computing and other related tech-
nologies [17].

In traffic management, the traffic flow and average 
speed of a specific section at a specific time are two 
very important traffic characteristics that describe the 
traffic conditions of the section [18]. Effective analysis 
of these two traffic characteristics can accurately study 
and judge road traffic conditions [19]. Then take cor-
responding traffic management actions, such as adjust-
ing the time of traffic lights, setting variable lanes, etc. 
These measures can directly or indirectly regulate the 
traffic flow and improve the speed of traffic to ensure 
the smoothness of specific sections [20]. At present, 
the scientific research community conducts various 
dimensional analyses and processing on a large number 
of traffic data to obtain more ideal traffic conditions, 
facilitate the prediction of future traffic, greatly improve 
the operation efficiency of the urban road network, and 
indirectly improve the production and living efficiency 
and well-being of residents [21].

Traffic is an outdoor human activity. The transmission 
of traffic data mainly depends on the sensors of the vehi-
cle itself and the fixed point sensors set on the road. Data 
transmission is carried out through wired, wireless net-
works, and Bluetooth devices [22]. This data collection 
method is prone to data loss at the production end and 
the transmission end [23]. When there is a certain degree 
of loss in the data, it will often have a greater impact on 
data processing and analysis [24]. If there is a big devia-
tion between the prediction result and the actual situa-
tion, the decision made based on such prediction may 
not only not improve the operation efficiency of urban 
roads, but also cause new problems such as congestion 
and traffic accidents [25].

At present, the capture of original traffic data in most 
cities in the world mainly comes from two channels, 
namely, floating car GPS data and road sensor data [26]. 
Therefore, in this paper, we try to process the original 
traffic data through different methods to form a graph 
network and related traffic feature data and then use the 
graph neural network machine learning algorithm to pre-
dict. The purpose of this paper is to study and summarize 
the methods of making and collecting several different 
traffic datasets and set different parameters to predict the 
data through algorithms. Finally, from the perspective 
of several different important parameters, we can find 
the changing trend of algorithm prediction performance 
under different datasets. In the second part of this paper, 
we will introduce the current research background in this 
field and the algorithms related to this work. In the third 
part of this paper, the principle and process of the work 
will be introduced in detail. The fourth and fifth parts of 
this paper are the results of the paper and related analy-
sis and discussion, respectively, describing the relevant 
results of this work.

The main contributions of this work are:

• proposing a novel graph-structure-based method of 
processing floating car data whose effects are veri-
fied;

• discovering the convergence speed of prediction 
algorithms to different characteristics of traffic data-
sets;

• exploring the influence of different lag time feature 
schemes on the prediction results when forecasting 
datasets.

• exploring the impact of missing value proportion and 
hidden factor dimension on different types of data.

Related work and background
Graph Neural Network Neural Algorithm (GNN)
Graph neural network algorithm [27] is an important 
branch of the machine learning field in recent years, 
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which is characterized by accurate modeling and good 
prediction effect. The graph neural network algorithm 
modeling is complex, and the computer hardware is very 
high, so the development of this field encounters a bot-
tleneck [28]. In recent years, with the rapid development 
of computer-related hardware capabilities and signifi-
cant improvement of computer computing power, graph 
neural network algorithm has attracted more and more 
researchers’ attention [29]. Graph neural network algo-
rithms can effectively aggregate spatial characteristics of 
data based on graph network structure, such as Graph 
Convolutional Networks(GCN) [30], Graph Attention 
Networks(GAT) [31], GraphSAGE [32], etc. The early 
graph neural network algorithm can only deal with static 
graphs, while the large amount of data faced in daily life 
often includes an important dimension - time. Spatio-
temporal data [33] is a very common data type in trans-
portation, medicine, community management, and other 
fields Spatio-temporal data contains important time 
dimensions. The feature extraction of its data should con-
sider both the time characteristics of nodes and the spa-
tial characteristics of nodes. Therefore, researchers have 
proposed a Recurrent Neural Network(RNN) algorithm 
[34] to aggregate the time characteristics of nodes. It can 
also be combined with image processing, edge comput-
ing, and other fields [35, 36].

Recurrent Neural Network Algorithm (RNN)
The Recurrent Neural Network algorithm, which is an 
extension of traditional feedforward neural networks, 
can handle variable length sequence input. It learns vari-
able length input sequences through internal cyclic hid-
den variables, and the output of the activation function 
of hidden variables at each time depends on the output of 
the cyclic hidden variable activation function at the pre-
vious time.

Given an input sequence x = (x1, x2, ..., xT ) , the cycle 
updating process of the RNN model is as follows:

Where g is an activation function (such as a logistic 
sigmoid function or hyperbolic tangent function). W 
is the weight matrix of the hidden variable input to this 
moment. U is the weight matrix of the hidden variable 
from the previous time to this time. Given the currently 
hidden state ht , RNN can be used to represent the joint 
probability distribution on the input sequence.

In the structure of the traditional fully connected neu-
ral network, neurons do not affect each other, there is 
no direct connection, and neurons are independent of 
each other. Like the traditional fully connected neu-
ral network, RNN is also composed of an input layer, a 
hidden layer, and an output layer. However, the relevant 

(1)ht = g(Wxt + Uht−1)

parameters of the hidden layer are not only related to the 
input signal but also related to the parameters of the pre-
vious neuron’s hidden layer.

RNN is similar to adding a time axis to an ordinary 
fully connected neural network, connecting neurons that 
are not originally related to each other. RNN is character-
ized that, for each RNN neuron, its parameters are always 
shared, that is, for a text sequence, any input is processed 
the same to get an output.

On the other hand, the traditional fully connected neu-
ral network usually uses the horizontal arrangement for 
visualization, that is, each layer of neurons is arranged 
vertically. On the other hand, RNN is just the opposite. 
The visualization of neurons at each layer usually adopts 
a horizontal arrangement, which is convenient for effec-
tively displaying the time correlation between neurons.

When facing long sequence data, the RNN unit can 
easily encounter gradient dispersion, which makes the 
RNN only have short-term memory, that is, the RNN 
can only obtain the information of the nearest sequence, 
while it has no memory function for the earlier sequence, 
thus losing important information. To improve the long-
term memory function of the algorithm and avoid gra-
dient explosion due to too long a data sequence, Long 
short-term memory recurrent neural network(LSTM) 
[37] and Gated Recurrent Unit(GRU) [38] algorithms are 
proposed. LSTM and GRU evolved from RNN. Next, the 
LSTM algorithm is introduced in detail.

LSTM algorithm
To make the model dependent for a long time, the LSTM 
algorithm [37] adds a gating structure, which makes 
LSTM add a transmission state compared with RNN to 
control the flow of features and screen them. The forget-
ting gate is the forgetting stage of the algorithm. Selec-
tively forget the input of the previous node to ensure 
that important information is obtained while reducing 
the length of input time. It determines the unit state at 
the previous time and how much remains at the current 
time. The input gate, namely the memory stage of the 
algorithm, determines how much of the current network 
input is saved to the cell state. Output gate, that is, the 
output stage of the algorithm, the state of the control 
unit, and how many outputs are to the current output 
value of LSTM.

Graph network construction
Before using a graph signal processing algorithm, it is 
necessary to construct a graph network in an appropri-
ate way [39]. For graph structures such as urban traffic 
road networks, abstract methods can be taken from the 
association of real physical locations, such as abstract-
ing intersections as nodes in the graph structure and 
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abstracting roads as edges between nodes. Or divide each 
road into small segments, abstract the small segments 
into graph-structured points, and abstract the connec-
tion between them into node edges [40]. The latter is 
more refined and often used in road network modeling 
based on road sensors (monitoring, etc.) and navigation 
modeling. This structure map network can be used not 
only in the processing of traffic data but also in the moni-
toring and prediction of a series of intelligent devices 
such as air temperature and air pollutants [41].

Matrix factorization
In the current era of big data, many data features need to 
be processed. Which features play an important role in 
machine learning and which features have a strong corre-
lation have always been the focus of feature engineering. 
If only manual design is used, these problems are not only 
slow but also time-consuming (for example, Support vec-
tor machine(SVM) [42]). Therefore, the method of matrix 
factorization has become an important idea for research-
ers to solve this problem in recent years [28]. Matrix fac-
torization means that the matrix is decomposed into two 
low-rank matrices. The formula is as follows:

Where, Y ∈ RN×T is the original matrix, W ∈ RN×r 
represents the low rank spatial characteristic matrix, and 
X ∈ Rr×T represents the low rank temporal characteris-
tic matrix. An important idea of machine learning matrix 
factorization is to allow the machine to select its features, 
and extract and aggregate the features, that is, it does not 
need to manually mine the features in the feature matrix, 
and it can be found through the machine’s calculation. 
The matrix factorization method is often used to fill in 
missing values, but it cannot predict future data [43].

Spatio-temporal data includes two important data 
dimensions, namely spatial dimension, and time dimen-
sion. Therefore, extracting the features of Spatiotemporal 
data is essential to extract the features of the numbers in 
the matrix. Because the data itself is affected by various 
external factors, the data in the matrix is often complex 
and feature extraction is difficult. Therefore, research-
ers began to use the matrix decomposition method to 
extract features of complex and high-dimensional matri-
ces. Next, a decomposition method of sequence matrix is 
introduced.

Temporal regularized matrix factorization
Different from the traditional matrix decomposition model, 
the Temporal Regularized Matrix Factorization(TRMF) 
[44] model learns and makes use of the time dependence 
existing in the time features when performing matrix 

(2)Y ≈ WX

decomposition, and each feature vector is closely related to 
the vectors of some previous time steps. TRMF describes 
time correlation as time regularization. The time regular-
izer is trained from the decomposed time characteristic 
matrix X. In turn, the time correlation learned by TRMF 
is used to regularize the matrix decomposition process so 
that better eigenmatrices can be learned.

The formula of TRMF is as follows:

In the formula, the first term is the objective function, 
the second and third terms are the regularization terms 
corresponding to the time and space characteristic matri-
ces respectively, and the fourth term is the regularization 
term of the time series coefficient matrix.

LSTM and Graph Laplacian Regularized Matrix 
Factorization (LSTM‑GL‑ReMF)
In this paper, we use a sequence data prediction algorithm 
based on LSTM and Graph Laplacian(GL) [45] models 
in the work. The algorithm is called LSTM and Graph 
Laplacian Regularized Matrix Factorization(LSTM-GL-
ReMF) [46], It decomposes multi-dimensional Spatio-
temporal data into two parts: time matrix and space 
matrix (matrix decomposition) by using the time series 
matrix method. The W matrix represents the spatial 
data of the data and then uses the regularization of the 
Tulaplacian space to aggregate the data to obtain the spa-
tial expression of the features. The X matrix represents 
the time data of the data, which is then sent to the LSTM 
module to capture the time rule of the data. Finally, they 
are restored to a set of Spatiotemporal data matrices to 
complete the prediction.

Method
Experimental design
The overall process and contents of this work are shown 
in the following Fig. 1.

Experimental dataset
To compare the performance differences of algorithms 
under completely different traffic data, to better fill and 
forecast the traffic data, we obtained four different types 
of traffic datasets. Among them, Seattle and Shenzhen 
datasets are traffic speed datasets. Chengdu dataset is a 
traffic flow dataset based on GPS data of floating cars. 
The small-scale road network data is the traffic flow data-
set based on the road intersection monitoring system. 
Next, we will introduce it in detail.
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Seattle dataset
Seattle traffic speed dataset [9], published by Google, 
records the average traffic speed data collected by 323 
sensors on the urban ring road in Seattle in 17568 time 
periods. The duration of each period is 5 minutes, and 
the average speed of all passing vehicles in this period is 
recorded. Therefore, the dataset is composed of a 323 * 
323-dimensional adjacency matrix and a 323 * 17568 traf-
fic speed characteristic matrix. Hereinafter, we refer to 
Dataset 1(D1).

Shenzhen dataset
For this work, we collected the traffic speed data of Shen-
zhen published by the transportation big data depart-
ment, which is composed of a 156 * 156 adjacency matrix 
and a 156 * 2976 data matrix[30]. It includes the average 
speed of 156 roads in a certain area of Shenzhen in 2976 
time periods from January 1, 2015, to January 31, 2015. 
Each period is 15 minutes long. In this data, each road is 
set as a node, and a total of 156 road nodes are formed. 
The adjacency matrix is formed by the connection of 
roads to represent the network structure of the graph. 
Hereinafter referred to as Dataset 2(D2).

Chengdu dataset
The floating car data used in this work is the public GPS 
data of taxis in Chengdu. This dataset covers more than 

300 million GPS records of 14000 taxis in Chengdu, 
from 6 o’clock to 24 o’clock every day from August 17 
to August 23, 2014. The data format includes vehicle ID, 
latitude, longitude, passenger status, and time. First, we 
read the GPS data and downloaded the urban road net-
work data of Chengdu to determine the division of main 
functional areas in Chengdu, the location of urban trunk 
roads, and the geographical correlation between differ-
ent regions. Then match the GPS data to the urban road 
network map to determine the main distribution position 
of the GPS data. After determining the distribution loca-
tion, evaluate the density of the data location, and select 
areas with a high density of GPS data points, large traf-
fic flow, large flow of people, and easy congestion in daily 
peak hours. Take the longitude and latitude of this area 
as the overall longitude and latitude range of this dataset. 
The thermal diagram of GPS data is shown in Fig. 2.

Next, we divide the overall scope into a series of 
regions. For the design of area size, each selected area is 
not easy to be too large or too small. The area is too small 
and the representativeness is reduced, which is not con-
ducive to the overall analysis. The area is too large and the 
data is too general. When the data generates problems, 
such as traffic congestion, it cannot accurately reflect the 
location of traffic congestion. Regions should be adjacent 
to each other to ensure that data has both temporal and 
spatial continuity.

Fig. 1 The figure shows the specific process of this work. First, obtain and make relevant datasets, then preprocess all datasets, and then adjust 
the data characteristics of the dataset to build an algorithm model. After the above work is completed, the data will be sent to the algorithm model 
for prediction. Finally, the relevant outcome indicators are evaluated and analyzed
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In this work, 100 regions are designed for the Chengdu 
dataset, and each region contains 3-4 blocks. This can 
accurately reflect the regional traffic conditions, ensure 
the consistency of data, and facilitate the traffic police 
departments and relevant staff to carry out targeted traf-
fic control and diversion processing for different regions.

Then we will match the GPS data with different urban 
areas. First, judge the location of the vehicle by longi-
tude and latitude data, and then lock the time range of 
the vehicle when passing the area by time data (the time 
interval set in this work is five minutes. That is, the flow 
data is the statistics of the number of vehicles circulat-
ing within five minutes). Then the vehicle ID is given to 
the region. In this process, if the GPS data of a vehicle 
appears several times in the same period in the same 
area, it will not be calculated repeatedly. After matching 
the GPS data to the urban area through the above steps, 
we will count the vehicle IDs in different periods in all 
areas, so that we can obtain the traffic flow data of all 
areas at a fixed time interval. The dimension of this data 
is 100 * 1296. Hereinafter referred to as Dataset 3(D3).

Small range dataset
Globally, the traffic data sources of small and medium-
sized cities are relatively single, and most of them are 

composed of a single traffic violation monitoring dataset 
at intersections. These monitoring systems often do not 
form a network to operate independently. To enrich the 
dataset types and verify the prediction universality of the 
algorithm, a small range dataset is made in this work. The 
dataset is collected from the intersection violation moni-
toring data of small and medium-sized cities in the third 
and fourth lines of China. The upstream, midstream, and 
downstream of the main urban trunk roads are selected, 
and the monitoring data of three consecutive traffic sec-
tions constitute the traffic network data.

The original data covers 31 days from August 1, 2021, 
to August 31, 2021. The characteristics of data include 
vehicle ID, passing time, lane, vehicle type, etc. To effec-
tively draw the topological structure of the graph, the 
nodes and edges in the graph network are constructed, 
and the adjacency matrix of the dataset is obtained. We 
will set nodes in each direction of the three intersections 
in the upstream, midstream, and downstream according 
to the two-way lanes. Through the lanes, we can deter-
mine the direction of vehicles, to give the passing data to 
the corresponding nodes. The specific implementation 
method is shown in Fig. 3.

In the figure, nodes 1 and nodes 3, 5, and 8 have the 
relationship of a left turn, straight travel, and right turn 

Fig. 2 The figure shows the results obtained by matching the GPS data with the road network, and the nodes in the figure represent vehicles. The 
left figure shows the location of vehicle volume in a small area, and the right figure shows the overall thermal map of Chengdu

Fig. 3 The graph network construction method of road monitoring data is shown in the figure. The left figure shows the actual traffic 
situation and the right figure shows the network structure. The vehicles at node 1 in the figure flow to nodes 3, 5, and 8, so they are connected 
to the corresponding nodes
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respectively, so they are connected as the edges of the 
graph. Nodes 4, 6, and 7 are connected to the corre-
sponding nodes according to the same principle through 
three modes of transportation: straight, left turn, and 
right turn. Then the upstream, middle, and downstream 
nodes are connected in turn to form a graph network as a 
whole. Finally, determine 5 minutes as a fixed time inter-
val, process the passing data into traffic data, and send it 
to the relevant nodes to form a 24 * 8928 traffic dataset. 
Hereinafter referred to as Dataset 4(D4).

Next, make statistics on the relevant characteristics of 
the four datasets, and the statistical results are shown in 
Table 1.

Through these four traffic data with different properties 
and characteristics, we can more comprehensively ana-
lyze the precautions and change trends of different traffic 
data in machine learning. In addition, it can also analyze 
the universality of the algorithm model and judge the rule 
of change together with several important parameters.

Data reading and pre‑processing
The purpose of data preprocessing is to ensure the cor-
rectness and integrity of the data, to facilitate the sub-
sequent feature extraction of the data, and the division 
of training set and test set. The preprocessing process 
includes: cleaning out duplicate records in data and 
removing null values and other abnormal records caused 
by equipment failures. When it is detected that there is 
no missing value or obvious abnormal value in the data, 
the preprocessing is completed.

Adjust data characteristics and model parameters
Set the number of iterations
The number of iterations is a very important parameter 
in the model training process. The number of iterations 
directly affects the prediction speed of the algorithm and 
the overall efficiency of the algorithm. Too many itera-
tions may lead to overfitting, which will affect the accu-
racy of the algorithm. Therefore, it is necessary to balance 
prediction accuracy and prediction speed. While ensur-
ing the accuracy of prediction, reduce the number of 
iterations as much as possible to improve the prediction 
speed.

To accurately understand the prediction effect of the 
model and evaluate the performance of the model. In this 
work, 40 iterations are set for the model under four data-
sets. Interpolate and predict the model parameters, time 
matrix, and space matrix generated by each iteration of 
the test set. After that, calculate the result index to judge 
the prediction effect of each iteration. Judge the change 
of prediction effect with the increase of iteration num-
ber. Finally, the goal of finding the most efficient iteration 
times and ensuring the prediction speed of the algorithm 
is achieved.

Set different missing value proportions
The proportion of missing values in all data directly 
affects the integrity of the data. Under different propor-
tions of missing values, algorithms often show different 
effects on data analysis and prediction. When the missing 
value is high, the interpolation performance of the algo-
rithm is required to be higher.

Therefore, this paper is designed for four datasets. 
Through non-random deletion, different percentages of 
missing values are set, including 10% , 20% , 30% , 40% , 50% , 
60% , and 70% . Then divide the data into a training set 
and test set. The training set containing missing values is 
given to the model for iterative training. After obtaining 
the corresponding model parameters, input the test set 
to obtain the relevant results of prediction and interpola-
tion under certain missing values. Finally, the change in 
algorithm prediction performance under different miss-
ing values is analyzed.

Lag time characteristics
The lag time characteristics represent the time-related 
topology, that is, based on what period in the past, the 
future time can be predicted. The wider the selected time 
range is, the more time features will be covered, but it 
will reduce the prediction speed, increase the complexity 
of the model, and may also cause gradient explosion or 
gradient disappearance, which will affect the prediction 
accuracy.

In this work, it is necessary to consider the selection of 
lag time characteristics, covering both the trend of past 
time and the characteristics of the current time. Because 
most of the sequence data have obvious daily trends, in 
this work, we set several different strategies with lag time 
characteristics, as shown in Fig. 4.

Scheme A represents a small period in the past. 
Scheme B represents a long time in the past. Scheme 
C represents the collection of Scheme A and yesterday 
at the same time. Scheme D represents the collection 
of Scheme A and the next historical period at the same 
time yesterday. After the test set is input, each time 
the lag time characteristics set in the model are given 

Table 1 Summary of dataset characteristics

D1 D2 D3 D4

Type Speed Speed Flow Flow

Range Large Large Medium Small

Node Large Medium Medium Small

Time Large Medium Small Large
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as a basis to predict the data results at the next time, 
and the final prediction and interpolation results are 
obtained by stepping.

Hidden factor dimension
The dimensions of hidden factors mainly affect the com-
plexity of the model and the performance and efficiency 
of the algorithm and affect the sparsity of the matrix. 
The implicit factor is an important parameter in matrix 
decomposition, which is related to the grasp of spatial 
characteristics of Spatiotemporal data and the extrac-
tion of temporal characteristics. Selecting an appropriate 
hidden factor dimension can effectively extract features 
while reducing the dimensions of the input algorithm 
model, and effectively aggregate with LSTM and other 
related time feature extraction methods. Set the dimen-
sions to 10, 20, 30, 40, and 50, and conduct experiments 
under four datasets to obtain relevant prediction results.

It should be noted that the selection of hidden factor 
dimension is generally much lower than the number of sen-
sors and the number of periods. This can ensure the spar-
sity of the matrix, so that the matrix will not suffer from 
small signal fluctuations, resulting in large output differ-
ences. When the model is faced with data with high missing 
values, it can still be effectively trained and predicted.

Divide the training set and test set to train in the algorithm 
model
Through the above steps, the corresponding processed 
dataset is obtained. The dataset is divided into a training 
set and a test set in proportion, and the training set is given 
to the algorithm for training. After the training, input the 
test set into the trained algorithm model to obtain the cor-
responding prediction and interpolation results.

Evaluate relevant indicators and analyze the changing 
trend
Finally, by comparing the predicted results with the 
actual observations, the relevant metrics of the experi-
ment are obtained, and the changing trend of the met-
rics is analyzed by plotting.

Evaluation metrics
Because the traffic data is a time series regression pre-
diction. Therefore, some metrics often used by relevant 
researchers in regression prediction are selected in this 
work, including (1) Mean Absolute Error (MAE), (2) 
Mean Square Error (MSE), (3) Root Mean Square Error 
(RMSE), and (4) R Square (R2). Taking these indexes as 
the performance evaluation metrics of the prediction 
results of this work, to compare with other relevant 
research results in this field. The corresponding for-
mula is as follows:

(4)MAE =
1

m

m
∑

i=1

|(yi − ŷi)|

(5)MSE =
1

m

m
∑

i=1

(yi − ŷi)
2

(6)RMSE =

√

√

√

√

1

m

m
∑

i=1

(yi − ŷi)2

(7)R2 = 1−

∑

i(ŷi − yi)
2

∑

i(ŷi − ȳi)2

Fig. 4 The figure shows the four lag time characteristics set in this work, including the combination of the past period and the previous day. 
Scheme A represents a small period in the past. Scheme B represents a long time in the past
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Results
This section describes data, practical procedures, and 
the way we conduct experiments.

Iteration times experimental results
The experimental results are obtained by iterating 30 
times for the four datasets respectively and calculating 
the metrics for the prediction results obtained in each 
iteration, as shown in the Fig. 5 below.

The experimental results show that both D1 and D2 
have significantly improved the prediction effect of the 
algorithm after the previous iterations, while after 5 itera-
tions, the value of R2 starts to converge significantly. 
After 20 iterations, the R2 curves of the two datasets are 
based on smoothing, where the value of R2 in D1 con-
verges to about 0.75, and the value of R2 in D2 converges 

to about 0.8. Therefore, the prediction speed of the algo-
rithm for D1 and D2 is relatively fast and the prediction 
accuracy is good.

In D3, the value of R2 is affected by the number of 
iterations, which is a curve showing an obvious upward 
trend. In the first 30 times, with the increase of iteration 
times, the prediction effect of the algorithm is signifi-
cantly improved. The value of R2 increased from about 
0.1 to about 0.8. It shows that the iteration number of the 
algorithm is very sensitive to the data type of D3.

Finally, it can be found from the R2 value curve of D4 
that the value of R2 has improved in the first five itera-
tions, but after that, along with the increase in the num-
ber of iterations, the value of R2 has fluctuated around 
0.5. Therefore, it can be judged that the number of itera-
tions has not greatly affected the prediction effect of D4.

Fig. 5 The figure shows the experimental results of the iterative experiment. The four datasets lead to different performances. D1 and D2 give 
good predictions and fast convergence speed. The prediction of D3 is good, but the convergence speed is slow. The performance of D4 under this 
algorithm is normal compared to others
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Missing value proportion experimental results
The prediction indexes of the four datasets designed in 
this work under different missing value ratios are shown 
in the Table 2 below.

The overall effect of D1 is good. When the proportion 
of missing values is less than 70% , the results of all indica-
tors are similar, and the value of R2 is about 0.7. When the 
proportion of missing values reaches 40% , the prediction 
effect is the best. When the proportion of missing values 
exceeds 60% , the prediction effect begins to decline.

The overall prediction result of D2 is also good. When 
the proportion of missing values reaches 10% and 40% , 
the prediction effect is the best. When the proportion of 
missing values is less than 40% , the value of R2 is more 
than 0.8, and when the proportion of missing values is 
more than 40% , it starts to decline slightly.

For D3, except for some fluctuations when the propor-
tion of missing values is about 30% , the prediction effect 
decreases significantly with the increase of the propor-
tion of missing values. The best prediction result is that 
there are 10% missing values, and the R2 value reaches 
0.9. When the proportion of missing values exceeds 60% , 
the value of R2 decreases to less than 0.1.

For D4, with the increase in the proportion of miss-
ing values, the prediction effect tends to fluctuate and 
decline. After the proportion of missing values exceeds 
40% , the prediction effect of the algorithm starts to 
decline significantly.

In a word, when there are few missing values, the 
algorithm has a good prediction effect for different 

datasets, while when the missing values are large, the 
effect under the traffic speed dataset is still good, and 
the traffic flow dataset is poor.

Lag time characteristic test results
The data under four different lag time strategies are 
given to the algorithm for prediction, and the experi-
mental results are as follows in Table 3.

The prediction result of D1 is generally good. Scheme 
A has the best prediction effect, and R2 is 0.738. The 
second prediction effect of Scheme B is that R2 reaches 
0.735. The results of each index of Scheme C and 
Scheme D are similar, and the value of R2 is about 0.71.

The prediction result of D2 is better than that of D1. 
Under the four schemes, the value of R2 reaches about 
0.8, and the fluctuation is small. The prediction effect of 
Scheme C is the best, and the value of R2 is 0.799.

The related prediction result of D3 is the largest 
change in the four datasets. Under different schemes, 
the prediction results fluctuate greatly. Among them, 
the effect of Scheme B is the best, and the value of 
R2 reaches 0.825. Scheme C takes second place, and 
the value of R2 is 0.661. The effect of Scheme A and 
Scheme D is poor, and R2 values are 0.577 and 0.554 
respectively.

The overall prediction effect of D4 is poor in the 
four datasets. Under the four schemes, the value of 
R2 always fluctuates at 0.5. Scheme A has the lowest 
R2 value, 0.492. Scheme C has the highest R2 value of 
0.516.

Table 3 Experimental results of lag time characteristics

D1 D2 D3 D4

 Lag MAE MSE RMSE R2 MAE MSE RMSE R2 MAE MSE RMSE R2 MAE MSE RMSE R2

Scheme A 3.34 23.4 4.84 0.738 3.34 21.0 4.58 0.792 34.8 2332 48.3 0.577 3.02 23.1 4.81 0.492

Scheme B 3.31 23.7 4.86 0.735 3.36 21.2 4.61 0.79 23.3 964 31.1 0.825 3.02 22.1 4.7 0.514

Scheme C 3.46 25.9 5.09 0.71 3.27 20.3 4.51 0.799 31.3 1869 43.2 0.661 2.98 22.0 4.69 0.516

Scheme D 3.52 25.4 5.04 0.715 3.27 20.4 4.52 0.797 34.8 2454 49.5 0.554 3.03 22.8 4.77 0.499

Table 4 Influence of different dimensions of the hidden factor

D1 D2 D3 D4

 Dim MAE MSE RMSE R2 MAE MSE RMSE R2 MAE MSE RMSE R2 MAE MSE RMSE R2

10 3.74 32.4 5.70 0.637 3.33 20.8 4.56 0.793 28.5 1528 39.1 0.723 2.89 21.3 4.61 0.532

20 3.30 26.4 5.14 0.704 3.27 20.3 4.51 0.798 27.1 1381 37.2 0.749 2.93 21.3 4.62 0.531

30 3.29 24.4 4.94 0.727 3.31 20.4 4.52 0.797 24.0 1085 32.9 0.803 2.95 23.0 4.8 0.493

40 3.47 25.9 5.09 0.71 3.30 20.3 4.51 0.798 29.2 1636 40.5 0.703 2.98 24 4.90 0.472

50 3.38 24.4 4.94 0.727 3.24 20.0 4.47 0.802 21.3 823 28.7 0.851
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Hidden factor dimension experiment results
To explore the influence of the dimensions of hidden 
factors in matrix decomposition on the results, the hid-
den factors are set as the only variable in this work. The 
relevant experimental results are shown in the following 
Table 4.

In the experimental results of D1, the prediction results 
increase slightly with the increase of dimensions. When 
the dimensions are 20 and 40, the prediction results are 
the best, the value of R2 reaches 0.727, and when the 
dimensions are 10, the effect is the worst, and the value 
of R2 is 0.637.

The prediction results in D2 are good, with R2 reaching 
more than 0.79. With the change of hidden factor dimen-
sions, the prediction results do not fluctuate significantly, 
and the fluctuations in the four datasets are the smallest.

The relevant experimental results of D3 are the best of 
the four datasets. Among them, when the dimension of 
the hidden factor is 50, the prediction result is the best, 
and the value of R2 is 0.85.

For D4, since the number of nodes is the least, the 
dimensions of hidden factors are not suitable for taking 
higher values. When the hidden factor dimension is 10, 
the effect is the best, and the value of R2 is 0.532. Later, 
when the dimensions of the hidden factor are 20, 30, and 
40, the prediction effect decreases step by step.

Analysis and discuss
The overall analysis of the experimental results that the 
overall prediction effect of D1 is good. Under the influ-
ence of multiple parameters, the actual prediction results 
will improve and converge stably when the parameter 
settings conform to the characteristics of the data itself. 
The overall result of D2 is the best. The R2 value remains 
above 0.8 under a variety of parameters. With the change 
of parameters, the dataset maintains a high prediction 
accuracy and has a small fluctuation. The overall pre-
diction effect of D3 fluctuates the most, but the relevant 
indicators of prediction are also the highest. It shows that 
the dataset has many characteristics and requires high 
parameters of the algorithm model. When the model 
parameters change, the prediction results will change sig-
nificantly. For D4, the overall prediction effect is average. 
No matter how the relevant parameters change, the value 
of R2 is always around 0.5.

Therefore, analyze the causes of these results. First of 
all, traffic data covers a wider range and fluctuates more 
widely than speed data, covering the range from zero 
to hundreds (speed data is generally in the range of 
0-100). Therefore, the variance of the traffic data itself 
is large, which also results in the situation that most 
of the traffic data-related results are worse than the 

speed data. Since D3 does not cover the early morning 
hours and the selected area is downtown, the average 
and median values of D3 are significantly higher than 
those of D4. On the other hand, the values of different 
nodes in D3 at the same time differ greatly, that is, the 
data variance is greater. Therefore, it can be judged that 
the greater the variance of the dataset, the stricter the 
requirements for the model parameters.

The node location selected in D4 is not in the core 
area of the city, and it contains all-day data. During the 
period from 23:00 to 6:00 of the next day, the traffic 
data is generally between 0-10. Compared with D2, D4 
has fewer nodes and lower values, and the prediction 
effect is always different. Therefore, we analyze that the 
neural network algorithm based on graph structure can 
often show a good prediction effect when facing data 
with many nodes and large values. However, for the 
data with a small number of nodes and small numeri-
cal values, the neural network algorithm can not show a 
good prediction effect.

At the same time, when there are missing values in 
the data value, the method of matrix decomposition 
can effectively predict and fill the data. When the vari-
ance of the data itself is small, the increase in the pro-
portion of missing values will, to a certain extent, help 
the algorithm grasp the commonalities in the data, thus 
enhancing the prediction effect.

The hidden factor work confirmed that the size of the 
hidden factor dimension and the size of the matrix have 
a certain degree of regularity. When the prediction 
effect is good under the four datasets, the dimensions 
of the hidden factor are within the 20% - 50% range of 
the matrix dimension. When it is less than 20% or more 
than 50% , the prediction effect will decline to varying 
degrees. For example, D1 has the largest number of 
nodes, up to 323. When the hidden factor dimension 
is 10, the matrix dimension after decomposition is too 
small and the matrix is too simple. Although the spar-
sity of the matrix can be guaranteed, the relevant fea-
tures of the data cannot be accurately extracted, which 
leads to the decline of the prediction effect. The hidden 
factor dimension is lower than the number of nodes to 
ensure data sparsity, grasp the data commonality, and 
make the matrix still have a good fitting effect when it 
contains missing values. Therefore, the matrix decom-
position method is more suitable for the data with a 
high proportion of missing values.

In addition, we checked the data of D4 and found that 
the sensor equipment in a single direction at one inter-
section failed, resulting in incomplete data statistics of 
the node, making the data value of the node low and 
affecting the overall prediction effect.
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Conclusion and future work
In this work, several different types of traffic data are first 
collected, including floating car data, road monitoring 
data, and others. Then according to the characteristics of 
the data itself and the relevant physical location, different 
data processing methods are proposed, including using 
longitude and latitude to divide regions and using lanes 
to determine the driving direction of vehicles. Through 
these methods, different types of datasets are processed, 
and the adjacency matrix and feature matrix of the data 
are successfully obtained, which is ready for the predic-
tion of the algorithm. After that, all datasets are used 
for prediction from the perspective of four parameters. 
The prediction results are promising, and the influence 
degree and change trend of these parameters on the pre-
diction results are judged.

This work has two main contributions. On one hand, 
the experimental results prove the feasibility of the data 
preprocessing method, which can be combined with rel-
evant machine learning algorithms to give effective pre-
dictions. On the other hand, the experimental results 
shed light on the variation of the data under several dif-
ferent parameters, the impact of the parameter variation 
on the prediction results, and the reason. It is conveni-
ent for subsequent researchers to clarify various mode-
ling parameters of different types of datasets, and finally 
achieve the purpose of improving the prediction effect 
and speeding up the prediction speed. In the future, we 
will continue to focus on the analysis and prediction of 
various spatiotemporal data. Further research will be 
carried out from the aspects of data acquisition, feature 
engineering, and algorithm modeling.
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