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Abstract 

With the advent of the big data era, edge cloud computing has developed rapidly. In this era of popular digital music, 
various technologies have brought great convenience to online music education. But vast databases of digital music 
prevent educators from making specific-purpose choices. Music recommendation will be a potential development 
direction for online music education. In this paper, we propose a deep learning model based on multi-source infor-
mation fusion for music recommendation under the scenario of edge-cloud computing. First, we use the music latent 
factor vector obtained by the Weighted Matrix Factorization (WMF) algorithm as the ground truth. Second, we build 
a neural network model to fuse multiple sources of music information, including music spectrum extracted from extra 
music information to predict the latent spatial features of music. Finally, we predict the user’s preference for music 
through the inner product of the user vector and the music vector for recommendation. Experimental results on pub-
lic datasets and real music data collected by edge devices demonstrate the effectiveness of the proposed method 
in music recommendation.
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Introduction
With the rapid development of information technol-
ogy, the education industry has undergone tremendous 
changes [1]. Online education has become an important 
way to improve the accessibility and effectiveness of edu-
cation [2]. As one of the most popular forms of online 
education, online music education has become increas-
ingly popular in recent years. However, the traditional 
centralized cloud computing model used in online music 
education faces challenges such as high latency, low secu-
rity, and limited scalability. To address these challenges, 

an emerging paradigm called edge cloud computing has 
been proposed, which provides computing, storage, and 
networking resources at the network edge. The edge 
cloud computing model can significantly reduce latency, 
enhance security, and improve scalability.

With the development and progress of computer tech-
nology and artificial intelligence (AI), AI technology is 
gradually introduced in music education to promote 
online education. Initially, the application of AI in educa-
tion led to the creation of an Intelligence Tutoring System 
(ITS) [3]. The primary focus of combining AI technology 
and education is the development of intelligent teach-
ing systems, which represent the future of teaching and 
are the main subject of this paper. The rapid growth of 
information technology, along with the introduction 
and enhancement of new teaching system development 
models, has encouraged the comprehensive utilization 
of hypermedia technology, network infrastructure, and 
AI to create innovative teaching systems. ITS serves as 
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a prime example, incorporating domain, learner, and 
teacher models, encompassing the entire development 
of the teaching system. It boasts unparalleled advantages 
and significant appeal.

In the era of big data and cloud computing, the ability 
to sift through vast amounts of information and pinpoint 
students’ interests poses a significant task and challenge 
for Internet education platforms [4]. Enter the recom-
mendation system, which acts as a vital link between 
students and teachers and is increasingly integrated 
into major educational information service platforms. 
Its practical importance and theoretical research value 
cannot be overstated. Among the various multimedia 
product recommendation tasks, music recommendation 
has attracted extensive attention. However, the nature 
of music, encompassing emotions and styles, presents 
unique difficulties in quantification, description, and 
feature extraction, setting it apart from other internet 
products. Consequently, existing research in this domain 
still exhibits numerous shortcomings. Most studies focus 
only on audio, tags, or user feedback data, failing to fully 
leverage the wealth of available information.

Constructing a robust feature system solely based on 
a single category of data poses challenges, making the 
integration of multi-source information (e.g., edge and 
cloud data) crucial for music recommendation [5]. This 
integration holds immense significance in enhancing the 
recommendation process. Recommendation systems play 
a vital role in connecting students and teachers and are 
increasingly integrated into major educational services. 
However, music recommendation poses unique diffi-
culties due to the abstract nature of music encompass-
ing emotions and styles, making it difficult to quantify, 
describe and extract features compared to other prod-
ucts. Most existing research focuses solely on audio, 
tags or user feedback, failing to fully utilize the breadth 
of available data. Building a robust feature system using 
only a single data type is challenging, making the integra-
tion of multi-source information crucial for enhancing 
music recommendation. Therefore, there is a need for 
a large-scale online music education system leveraging 
deep learning and edge cloud computing to provide low-
latency, high-bandwidth services while ensuring secu-
rity and privacy [6, 7]. Advanced techniques like AI and 
machine learning can optimize the learning experience 
and improve the efficiency of music education. Specifi-
cally, a multi-source information fusion based model can 
address the cold start problem and improve recommen-
dation effectiveness.

In this paper, we propose a large-scale online music 
education mechanism driven by the deep learning and 
edge cloud computing model. The proposed mechanism 
utilizes the edge computing infrastructure to provide 

low-latency and high-bandwidth services to music learn-
ers, while also ensuring the security and privacy of their 
data. The mechanism also leverages advanced technolo-
gies such as artificial intelligence and machine learning 
to optimize the learning experience and improve the 
efficiency of music education. Specifically, we propose 
a two-stage model based on multi-source information 
fusion for music recommendation, which solves the cold 
start problem at the music end and improves the recom-
mendation effect. The contributions of this paper are 
listed as follows.

• We propose a two-stage model based on multi-
source information fusion for music recommenda-
tion under the scenario of edge-cloud computing.

• We build a novel neural network model to fuse mul-
tiple sources of music information, including music 
spectrum extracted from audio, music label, artist 
ID, and release year information, to predict the latent 
spatial features of music.

• We conducted sufficient experiments on collected 
data and comparatively analyzed the performance of 
the models.

 The rest of this paper is organized as follows. Section 2 
reviews the related work on online music education and 
edge cloud computing. Section  3 introduces the pro-
posed mechanism and its architecture. Section 4 presents 
the experimental results and performance evaluation of 
the mechanism. Finally, Sect. 5 concludes the paper and 
discusses future work.

Related work
The methods of the recommendation system mainly 
include traditional recommendation algorithms and 
improved traditional recommendation algorithms. In 
the development of artificial intelligence, recommenda-
tion algorithms combined with deep learning and rein-
forcement learning have emerged. In the long history 
of recommendation system development, traditional 
recommendation algorithms have played a key role in 
connecting the past and the future, and all emerging 
recommendation algorithms have been improved and 
innovated based on it. Today, under the background of 
artificial intelligence technology, the recommendation 
system has ushered in an era of continuous prosperity.

Researches on recommendation algorithms mainly 
includes traditional recommendation algorithms, recom-
mendation algorithms improved by using technologies 
such as Singular Value Decomposition (SVD) and recom-
mendation algorithms based on neural network that use 
deep learning for deep feature extraction. There is also 
a recommendation algorithm based on reinforcement 
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learning that uses reinforcement learning technology 
to effectively simulate the recommendation process to 
improve its accuracy and diversity.

In the study of traditional recommendation algorithms, 
Debnath et  al. [8] proposed a hybrid recommendation 
system, and made the attribute weights based on content 
recommendation depend on their importance to users. 
The algorithm model balances the advantages and disad-
vantages of the two algorithms, and improves the recom-
mendation effect of the recommendation system. Bagul 
et  al. [9] proposed a content-based recommendation 
framework based on LDA and Shannon distance, which 
can generate recommendations similar to the documents 
provided at query time. He et  al. [10] proposed a neu-
ral network-based collaborative filtering, which learns 
the interaction information of users and items through 
MLP, and uses MF to embed user information. Chen T 
et  al. [11] proposed a context-based image recommen-
dation method, which transfers the pixels of the image 
to the context for personalized image recommendation 
tasks. Selmene et  al. [12] proposed a recommendation 
system based on user sentiment analysis, and integrated 
sentiment data into collaborative filtering, and used the 
average rating of items to replace the missing values of 
the rating matrix to improve recommendation accuracy. 
Sánchez et al. [13] integrated time dynamics and implicit 
feedback in the music recommendation system, and pro-
posed a music recommendation method based on time 
perception. Fan et  al. [14] proposed a recommendation 
method based on deep adversarial society, which uses 
a bidirectional mapping method and uses adversarial 
learning to transfer user information between the social 
domain and the commodity domain.

Research on music recommendation using traditional 
machine learning methods such as Gaussian mixture 
models, Bayesian networks, and hidden Markov models 
is common. Zheng et al. [15] proposed a dynamic music 
recommendation framework, which dynamically inte-
grates the tag information and temporal of music tracks 
into user-item interaction to realize personalized music 
recommendation. Hu et  al. [16] proposed the WMF 
algorithm for personalized TV program recommenda-
tion. Since then, this method has also been widely used 
in music recommendation. Liu et al. [17] used latent fac-
tor recommendation to recommend a list of background 
music songs for videos. Among them, the recommenda-
tion is based on the proposed scoring function, which 
contains the weighted average of video and music latent 
factors, and the objective function is designed by pair-
wise ranking method, and the objective function is opti-
mized by stochastic gradient descent method. Li et  al. 
[18] used the hidden Markov model to predict music 
sequences and recommend personalized music for users. 

Flexer et al. [19] studied the general problem of machine 
learning in high-dimensional spaces, that is, the impact 
of centrality on real-world music recommendation sys-
tems based on k-nearest neighbor graph visualization. 
They proposed mutual proximity graphs, which reduce 
the negative effect of centrality while improving accessi-
bility. In addition, there are studies on converting audio 
data into bag-of-words representations for music recom-
mendation [20].

In recent years, deep learning methods have gradu-
ally been adopted in the field of music recommendation. 
CNN is a deep feed-forward artificial neural network, 
including the LeNet-5 structure proposed by Lecun 
et  al. [21], as well as the classic AlexNet [22] and VGG 
[23]. Van et al. [24] used convolutional neural networks 
for content-based music recommendation. Lee et  al. 
[25] proposed a user-embedded music recommendation 
model, which combines user-music interaction informa-
tion with music audio in an end-to-end manner to solve 
the music cold start problem. Recurrent Neural Network 
(RNN) can receive input of variable length and is good at 
processing sequence data. In recent years, many methods 
use LSTM [26], Gated Recurrent Unit (Gated Recurrent 
Unit, GRU) [27] and other RNN structures to better cap-
ture timing information and the process of user interest 
evolution. Balakrishnan et al. [28] used the LSTM model 
to extract the features of music audio and lyrics to calcu-
late music similarity and achieve music recommendation.

Covington et  al. [29] introduced DNN into YouTube 
recommendation, and achieved good results in realistic 
video recommendation. Bogdanov et al. [30] proposed a 
content-based recommendation method that can auto-
matically generate users’ music preferences directly from 
audio, and solve the visualization problem of users’ music 
preferences by automatically inferring music avatars from 
semantic representations. Kiran et al. designed a hybrid 
recommendation system with deep learning, which uses 
embedding technology to integrate external information 
about users and items into a deep neural network, which 
alleviates the cold start problem [31]. Kim et al. [32] pro-
posed a context-aware recommendation model, which 
combines convolutional neural network and probability 
matrix decomposition method, and can obtain the inter-
related information before and after the document. Can-
tador et al. [33] clustered the semantics shared by users, 
established a multi-layer interest network according to 
the clustering results, and introduced it into collaborative 
filtering to improve the diversity of recommendations. 
Shani et al. [34] modeled the recommendation process as 
a Markov process, adjusted model parameters and con-
tinuously optimized recommendation results according 
to user feedback. Choi et  al. [35] propose a reinforce-
ment learning-based recommender system by using 
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dual clustering techniques with fewer states and actions, 
which can not only reduce space, but also effectively 
solve the cold-start problem, thereby improving recom-
mendation quality.

There are also some music recommendation methods 
applied to specific scenarios. In order to cope with the 
real-time growth of data and realize online recommen-
dation, Zou [36] proposed to use the Slope One incre-
mental algorithm for music recommendation. Deng et al. 
[37] proposed a music recommendation method that 
integrates user emotions. Most works on music recom-
mendation focus on the consumer side rather than the 
provider side, and Ren et  al. [38] developed a bilateral 
approach for value-based music artist recommendation 
for streaming music scenarios. Chen et al. [39] improved 
the effect of music recommendation by studying the 
influence of social interaction on user preferences. The 
user’s location often affects their music preference.

The proposed method
As mentioned above, in this paper we propose a two-
stage model based on multi-source information fusion 
for music recommendation under the scenario of 

edge-cloud computing. The overall processing steps 
of the model are as follows. First, data is collected 
through edge collection devices and uploaded to the 
cloud server. Processing and transformation steps pro-
cess the data into two parts, spectrogram and other 
formats. The model processes different types of data 
through two branch networks respectively. The first 
module mainly extracts features in the spectrogram 
through convolutional neural networks and recurrent 
neural networks. The second module extracts features 
through the encoding layer and the fully connected 
layer. Finally, the final output result is obtained through 
feature fusion. Specifically, we first use the music latent 
factor vector obtained by the Weighted Matrix Factori-
zation (WMF) algorithm as the ground truth. Then, we 
build a neural network model to fuse multiple sources 
of music information, including music spectrum 
extracted from audio, music label, artist ID, and release 
year information, to predict the latent spatial features 
of music. Finally, we predict the user’s preference for 
music through the inner product of the user vector and 
the music vector for recommendation. Figure 1 depicts 
the overall structure of the proposed model.

Fig. 1 The overall structure of the proposed model



Page 5 of 10Xing et al. Journal of Cloud Computing           (2024) 13:55  

Music feature extraction
The research motivation proposes developing a large-
scale online music education system using an edge-cloud 
computing model. This refers to a distributed comput-
ing architecture combining edge computing and cloud 
computing. Edge computing provides low-latency and 
high-bandwidth services to end users by performing 
data processing at the edge of the network near the data 
source. For this music education system, edge servers 
closer to the learners can offer real-time interactive ser-
vices and learning content while ensuring security and 
privacy of user data. Cloud computing provides flex-
ible central storage and processing for large datasets. 
The cloud infrastructure allows aggregating and analyz-
ing massive amounts of data from edge nodes to train 
machine learning recommendation models using deep 
learning algorithms. Together, the edge layer meets real-
time interactive demands while the cloud enables robust 
analytics and personalization. This allows building an 
intelligent online education platform that can under-
stand learners’ interests and adapt offerings accordingly. 
In summary, the edge-cloud computing model pro-
vides a scalable architecture to support large numbers 
of online learners distributed across geographies while 
also harnessing large-scale data to optimize the learning 
experience.

Music is a kind of regular audio, and the music played 
or processed in the computer has different formats. 
The audio signal is formed by the superposition of sine 
waves of various frequencies and phases, which can be 
drawn into a continuously changing curve. The range of 
20 Hz-20 kHz is the frequency of the audio signal that can 
be received by the human ear. Audio analysis is to pro-
cess and analyze digital audio signals, and extract some 
special properties of audio signals in time and frequency. 
Different research fields are interested in different signal 
frequency ranges [40]. Before using a computer to ana-
lyze audio, it is necessary to perform audio sampling, that 
is, the process of discretizing continuous time. Accord-
ing to the Nyquist sampling theorem, when the sampling 
frequency is greater than 40 kHz, the sampled sound can 
achieve lossless sound quality. This sampling frequency is 
defined as twice the maximum sound frequency accept-
able to humans, and the frequency to which humans are 
sensitive is about 4 kHz, so the sampling frequency is set 
at 8 kHz.

Multi-source information fusion refers to the com-
bination of multiple information sources according to 
specific standards to obtain a consistent description or 
interpretation of the measured object, so that the infor-
mation system has better performance than the subsys-
tems it contains. We perform feature extraction and deep 
feature fusion on audio information, release time, label 

information, and singer identification information of 
music from the edge and cloud to obtain an effective pre-
diction model. The overall framework of recommenda-
tion methods based on multi-source information fusion 
can be disassembled into two stages. In the first stage, we 
use the WMF algorithm to decompose the user-music 
listening times matrix to obtain the latent factor vectors 
of users and music. In the second stage, we use the neural 
network model to realize the multi-source information 
fusion of music and predict the latent factor vector of 
music. Finally, the inner product of the music vector and 
the user vector is used as the user’s preference score for 
music and Top-N recommendations are made to solve 
the cold start problem of the music end.

In order to predict the user’s preference for a certain 
music, an effective method is to map the user and the 
music to the same latent semantic space to realize the 
quantitative measurement of user preference. Therefore, 
in this paper, we use the weighted matrix factorization 
(WMF) algorithm proposed in the literature [16] to con-
struct the latent semantic space, and obtain the latent 
factor vectors of users and music. The objective function 
of the weighted matrix factorization algorithm is shown 
in the following formula.

where pui is a binary preference variable, indicating user’s 
preference for music i; xu and yi are latent factor vec-
tors of user u and music i respectively; cui is a confidence 
variable, indicating the possibility of user u liking music 
i; � u � xu�

2 + i � yi�
2  is the L2 regular term. The 

rating of music i for user u is represented by the prod-
uct of their respective latent factor vectors xu and yi . 
We implemented the above matrix factorization process 
using the implicit library and obtained latent factor vec-
tors for users and music in the utilized dataset.

Learning based on neural network
Although the latent representation of users and music is 
obtained, and the user’s preference for music is quanti-
fied, the cold start problem cannot be solved because 
the latent factor vectors obtained through WMF are all 
known music. To this end, in this paper, we construct a 
music feature system through multi-source information 
fusion, and carry out supervised learning of music fea-
tures. However, the sequence processing ability of CNN 
is not as good as LSTM. Inspired by this, since audio is 
a sequence of data, the neural network we use in this 
paper combines the advantages of CNN and LSTM, 
and uses the Embedding layer to fuse other informa-
tion of singers and music for music information mining 

(1)min
x+yi

∑

u.i
cui(pui − xTu yi)
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and personalized recommendation. Through the neural 
network to capture the latent features of music in multi-
source information, we fuse the latent features of music 
learned in each multi-source information together to 
achieve multi-source information fusion. The audio fea-
ture extraction part abstracts the audio spectrogram into 
a 100-dimensional feature vector. In the Embedding part, 
the music label, singer ID and release time information 
are respectively embedded for training, and the embed-
ded representation of the three information is obtained, 
and feature fusion and selection are performed through a 
multi-layer perceptron (MLP). Finally, the high-order fea-
tures obtained from the two parts are concatenated, and 
the feature selection is performed through the fully con-
nected layer to obtain the music latent factor vector. The 
following will elaborate on the audio feature extraction 
part, embedding part and output layer.

In the music feature extraction part, in order to reduce 
the complexity of audio data learning, we convert the 
audio data in wav format into Mel spectrum through 
short-time Fourier transform and Mel filter bank, and 
use Mel spectrum as the input of neural network model. 
First, the short-time Fourier transform is used for time-
frequency conversion of audio, and the sound wave 
image is converted into a spectrogram. The short-time 
Fourier transform is as shown in the formula below.

where z(t) is signal source and g(t) is the window func-
tion. The time window width used in audio framing is 
1024 audio frames, the jump size is 512 audio frames, and 
the Hamming window is used to extract audio amplitude 
information. Finally, we reduce the dimensionality of the 
spectrogram through a set of Mel filters to obtain the 
Mel spectrogram, and use the logarithmic energy output 
by each filter as the input of the audio part of the deep 
learning model. The Mel filter bank sets several band pass 
filters Hm(k), 1 ≤ m ≤ M in the spectrum range, where 
M is the number of filters. In the normal frequency, the 
resolution of the Mel filter bank in the low frequency part 
is relatively high, which is in line with the auditory char-
acteristics of the human ear. We use 128 Mel filters to get 
a 128-dimensional Mel spectral vector.

In the audio feature extraction model, we continuously 
use three convolutional layers and LSTM layers for fea-
ture extraction, and finally use a fully connected layer for 
feature fusion and selection to obtain a 100-dimensional 
audio feature vector. The dimensions of the audio feature 
vectors are set to be the same as those of the latent fac-
tor vectors. Since the spectrogram has the properties of 
both audio sequences and graphs, we combine the advan-
tages of both CNN and LSTM to provide users with 

(2)STFTZ

(

t, f
)

=

∫ +∞

−∞

[z(u)g(u− t)]e−j2π fudu

personalized music recommendations. LSTM uses three 
gates, namely the update gate, the forget gate and the 
output gate, which are used to control the memory state 
of the LSTM unit.

In the embedding part, word embedding is often uti-
lized in the field of Natural Language Processing (NLP) 
for vocabulary representation. The Embedding layer 
maps words to a low-dimensional space, reducing the 
training difficulty of the NLP model. Inspired by this 
idea, we use an embedding layer to incorporate music 
tags, release times, artist IDs, and other available iden-
tifying information. The Embedding layer can make 
the model more scalable, and adding the identification 
data obtained in the future to the embedding train-
ing can build a more complete feature system. Before 
embedding training, we need to represent the feature 
values in one-hot encoding. One-hot encoding uses 
an N-bit state register to encode N states. Let the fea-
ture domain of the model be F = [F1; F2; · · · ; Fn] , and 
use one-hot encoding to represent the one-hot vector 
o
j
Fi

 corresponding to the j-th eigenvalue of feature Fi . 
In the embedding layer, each feature corresponds to an 
embedding matrix. For the feature Fi , the feature map-
ping relationship in the embedding layer is as follows.

where e
j
Fi

 is the embedding vector correspond-
ing to the j-th eigenvalue in feature Fi ; Wf ∈ R

Fi×d is 
the weight matrix corresponding to feature Fi in the 
embedding layer, and d is the vector dimension set by 
the embedding layer. Finally, the embedding vector of 
the music is learned by a multi-layer perceptron and 
spliced together to obtain the input of the next layer.

The output layer of the neural network model splices 
the hidden representations obtained from the audio 
feature extraction part and the embedding part, and 
performs feature fusion and selection through a fully 
connected layer, and outputs the music latent factor 
vector predicted by the model. The neurons in the fully 
connected layer all use the ReLU activation function, as 
shown below.

Suppose the output of the neuron a is Oa , and we can 
obtain the Oa through

where Xa is the input vector of the neuron a, W T
a is the 

weights vector, and ba is the bias vector. The loss function 
used in our model is mean square error, which is calcu-
lated by

(3)e
j
Fi
= o

j
Fi
Wf

(4)ReLU(x) = max{0, x}

(5)Oa = ReLU(W T
aXa + ba)
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where n is the total number of samples, yi is the real 
latent factor vector corresponding to music i, and y′i is the 
latent factor vector of music i predicted by the model.

Experiments and results
In this section, we evaluate the proposed large-scale 
online music education mechanism driven by edge cloud 
computing model in this paper. First, we introduce data 
acquisition and processing and state the metrics used 
to evaluate the model. Second, we comparatively ana-
lyze the performance of the model and compare it with 
other state-of-the-art methods. In the experiment, each 
model is implemented using Pytorch, the optimizer uses 
Adam, the MLP layer uses two layers of fully connected 
layers, and the number of neurons is 512 and 100 respec-
tively. We conduct experiments on a personal desktop 
computer. The operating system is Windows10 × 64-bit 
operating system, the processor is Intel(R) Core(TM) 
i9-9900 K CPU 3.60 GHz, and the number of processor 
cores is 16. The desktop computer comes with 32GB of 
RAM and an NVIDIA GeForce RTX 3070 graphics card.

Data process and metrics
In the experiment, the music data information we use 
comes from the Million Songs Dataset (MSD) [41], in 
which the user listening data comes from the Echo Nest 
Taste Profile Subset, a subset of MSD. About 30 s of audio 
samples are obtained from music websites in the meta-
data collection. The training data used in this paper are 
all from a subset of the same dataset. In addition, we col-
lected 10,000 pieces of music data based on edge devices 
to obtain online users’ music cleaning characteristics. 
First, we de-sparse the data, and extract 10,000 user lis-
tening records, and finally get a data set consisting of 
10,000 users and 50,000 pieces of music. Due to the limi-
tation of computing resources and time cost, we choose 
to extract a channel of random 3s wav format audio data 
during the experiment, and divide the audio data into a 
unified format.

In the weighted matrix decomposition stage, we use 
all the user listening records involved in 50,000 pieces 
of music to calculate the latent factor vectors of 50,000 
pieces of music and 10,000 users. In the latent feature 
learning stage, we use 10,000 music pieces as the test set, 
and the remaining 40,000 pieces of music are used as the 
training set. When making Top-N recommendations, we 
use all users involved in the test set for calculation.

Similar to other literature studies, in this paper we 
mainly evaluate the model from two aspects, namely, the 
latent feature learning effect and the recommendation 

(6)L =
1

n

∑n

i=1
(yi − y′i)

2

effect. The ability of a model to predict latent factor vec-
tors is an important part affecting recommendation per-
formance. Therefore, we use Mean Square Error (MSE), 
Root Mean Square Error (RMSE), Mean Absolute Error 
(MAE), and Mean Squared Logarithmic Error (MSLE) 
evaluates the prediction effect of the neural network 
model. They are respectively defined as follows.

where y′i is the predicted value of music i latent factor 
vector; yi is the real value of music i latent factor vector. 
MSE and RMSE describe the error between the predicted 
value and the real value from the perspective of spatial 
distance. MAE is more robust to outliers. MSLE is more 
tolerant to the range of sample values. For the evaluation 
of recommendation effect, we use precision, recall and F1 
value as evaluation indicators.

Performance comparison
When evaluating the effect of the model, we use the same 
training set and test set to train each model and calcu-
late the evaluation index to ensure the authenticity and 
validity of the evaluation results. The prediction effect 
of latent factor vector of neural network model directly 
affects the learning of latent features by the model, so we 
use MSE, RMSE, MAE, and MSLE to comprehensively 
evaluate the effect of the model. Table  1 compares the 
results achieved by four different models.

It can be seen from Table 1 that the autoencoder model 
has the lowest performance, which shows that the model 

(7)MSE =
1

n

∑n

i=1
(yi − y′i)

2

(8)RMSE =

√

1

n

∑n

i=1
(yi − y′i)

2

(9)MAE =
1

n

∑n

i=1
| yi − y′i |

(10)MSLE =
1

n

∑n

i=1
(log(y′i + 1)− log(yi + 1))2

Table 1 The comparison results achieved by four different 
models

Method MSE RMSE MAE MSLE

AutoEncoder 1.247 1.104 0.528 0.142

CNN 1.201 1.096 0.513 0.135

CNN + LSTM 1.066 1.032 0.504 0.129

Embedding 1.415 1.190 0.586 0.161

Ours 0.917 0.958 0.482 0.117
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is slightly less capable of extracting features in music 
data. After the CNN model is added to the LSTM struc-
ture, the prediction error decreases, which shows the 
effectiveness of the LSTM. This is due to the fact that the 
LSTM model is good at capturing temporal information, 
making up for the shortcomings of CNN. When using the 
embedding layer alone, the performance of the model is 
worse than that of the CNN model, and the four error 
indicators are all higher than CNN, which shows that the 
use of additional music information alone cannot sur-
pass the performance of the neural network. Meanwhile, 
our proposed method achieves the best results. Since the 
audio information modeling is more complex, the effec-
tive information obtained from the audio feature learning 
module is insufficient, and it is necessary and effective to 
incorporate the release year, label and singer information.

Meanwhile, we validate the performance of the model 
on the recommendation task against these four models. 
Figure 2 depicts the comparative results of the four mod-
els on the three indicators. It can be seen from the exper-
imental results that the accuracy, recall and F1 value 
of the method proposed in this paper are better than 
other models. The overall form shown in Fig. 2 basically 
matches that in Table 1, which also shows that the quality 
of feature extraction will also determine the classification 
performance of the model.

To investigate the impact of learning rate on model 
training and performance, we conducted experiments 
with four learning rates: 0.1, 0.01, and 0.001. Other 
hyperparameters were kept constant, along with the 
training and validation sets across experiments. Mod-
els were trained for 100 epochs while comparing the 
training loss, validation loss, and validation accuracy 
curves across learning rates. Figure  3 shows the model 
loss under different learning rates. With a learning rate 
of 0.1, the training loss decreased rapidly but overfitting 
occurred as evidenced by high validation loss. Setting the 
learning rate to 0.01 led to slower training loss reduction 
but lower validation loss. A learning rate of 0.001 resulted 
in steady training loss decrease and slightly improved 
validation performance over 0.01. However, a learning 
rate of 0.0001 caused slow training loss decline indicat-
ing underfitting. In summary, a learning rate of 0.001 
achieved the optimal balance between training and vali-
dation loss, also yielding the highest validation accuracy. 
This learning rate ensures efficient model training while 
avoiding overfitting. Based on the comparative analy-
sis, we set the learning rate to 0.001 for model training 
to guarantee both convergence speed and generalization 
capability. The experiment provides insights into select-
ing an appropriate learning rate schedule to optimize 
deep learning model performance.

Fig. 2 The comparative results of the four models on the three indicators
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Conclusion
In this paper, we explore a large-scale online music educa-
tion mechanism driven by an edge cloud computing model. 
Specifically, we construct a deep learning music recommen-
dation method based on the idea of multi-source informa-
tion fusion, which solves the cold start problem existing in 
traditional methods and provides a reference method for 
online music education. We first use the weighted matrix 
factorization algorithm to obtain the latent factor vectors 
of users and music to quantify users’ preferences for music. 
Then we use CNN, LSTM and Embedding layers to realize 
the fusion of music audio and identification information, 
and predict the latent factor vector of music to solve the cold 
start problem of music. This paper conducts a large number 
of experiments on real music data sets, and the results show 
that the recommendation effect of the proposed method is 
better than other recommendation methods. The recom-
mendation method constructed in this paper uses multi-
stage recommendation and thus has greater limitations 
during training compared to end-to-end models. Therefore, 
in future work, the end-to-end music recommendation 
method should be further explored, and other audio infor-
mation extraction methods should be explored to improve 
the personalized recommendation effect more substantially.
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