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Abstract 

The integration of edge intelligence (EI) in animation design, particularly when dealing with large models, represents 
a significant advancement in the field of computer graphics and animation. This survey aims to provide a comprehen-
sive overview of the current state and future prospects of EI-assisted animation design, focusing on the challenges 
and opportunities presented by large model implementations. Edge intelligence, characterized by its decentralized 
processing and real-time data analysis capabilities, offers a transformative approach to handling the computational 
and data-intensive demands of modern animation. This paper explores various aspects of EI in animation and then 
delves into the specifics of large models in animation, examining their evolution, current trends, and the inher-
ent challenges in their implementation. Finally, the paper addresses the challenges and solutions in integrating 
EI with large models in animation, proposing future research directions. This survey serves as a valuable resource 
for researchers, animators, and technologists, offering insights into the potential of EI in revolutionizing animation 
design and opening new avenues for creative and efficient animation production.
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Introduction
The integration of edge intelligence in animation design, 
particularly with large models, represents a significant 
shift in the animation and computing industries. Edge 
computing, a distributed computing paradigm that 
brings computation and data storage closer to the loca-
tion where it is needed, enhances the efficiency and speed 
of data processing, especially for resource-intensive tasks 
like animation design [1]. The advent of large models in 
animation has revolutionized the way animators and 
designers approach their craft, offering unprecedented 
levels of detail and realism [2]. However, these models 

require substantial computational resources, often neces-
sitating the use of cloud computing infrastructures which 
can introduce latency and bandwidth issues. Edge intel-
ligence emerges as a solution, combining the power of 
edge computing with advanced analytics and machine 
learning to optimize animation processes [3], which is 
exampled in Fig. 1.

This survey aims to explore the current state of edge 
intelligence-assisted animation design, focusing on the 
use of large models. The primary objectives are to under-
stand how edge intelligence is being integrated into ani-
mation design, identify the benefits and challenges of this 
integration, and highlight the latest advancements and 
applications in the field. The scope of this survey encom-
passes a review of existing literature and case studies that 
illustrate the practical applications of edge intelligence 
in animation, with a particular emphasis on large model 
utilization.

The reminder of this paper is organized as follows. In 
"Fundamentals of Edge Intelligence" section, we intro-
duce the fundamental knowledge of edge computing as 
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well as edge Intelligence. In "Large Models in Animation 
Design" section, the research progress of large models in 
animation design is investigated. We review the current 
status of integration of edge intelligence in animation 
design in "Integration of Edge Intelligence in Animation 
Design" section. Technical aspects of edge-assisted ani-
mation design are presented in "The Need for Edge Intel-
ligence in Animation" section. Finally, we conclude the 
whole paper and point out the future research topics in 
"Case Studies: Successful Implementations" section.

Fundamentals of edge intelligence
Edge computing represents a paradigm shift in data pro-
cessing, where computation is performed at or near the 
data source, rather than relying solely on centralized 
cloud-based systems [4–6]. This approach significantly 
reduces latency, a critical factor in real-time applications 
such as animation design [7] describes edge computing 
as a method to circumvent the latency issues inherent 
in cloud computing, making it particularly suitable for 
time-sensitive applications. By processing data locally, 
edge computing also reduces bandwidth usage, which 
is essential for handling large models in animation. The 

concept of edge computing emerged as a response to 
the exponential growth of IoT devices and the need for 
faster processing and decision-making at the data source 
[1]. Furthermore, edge computing facilitates a more scal-
able and efficient approach to data management, as out-
lined by [8], who emphasize its role in managing the data 
deluge from IoT devices. Recent advancements in edge 
computing, such as those discussed by [9], have further 
demonstrated its potential in smart city applications, 
including video analytics, by leveraging distributed sys-
tems and machine learning tasks.

Edge intelligence is the natural progression of edge 
computing, integrating artificial intelligence (AI) into 
the edge of the network. This integration allows for more 
sophisticated data processing and analytics, enabling 
real-time, intelligent decisionmaking. For example, [3] 
discusses how edge intelligence represents the conver-
gence of AI and IoT, where devices not only collect data 
but also analyze and act upon it intelligently. The evolu-
tion of edge intelligence is marked by this convergence, 
leading to decentralized processing, reduced latency, and 
context-aware computing, all of which are crucial for 
the dynamic and resource-intensive field of animation 

Fig. 1 Edge intelligence-aided animation design with large models: an example (blue lines denote data collection and processing while yellow 
lines denote model update and feedbacks)
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design. Chen et  al. [10] further elaborates on the prin-
ciples of edge intelligence, highlighting its potential to 
transform various industries by bringing AI capabilities 
closer to the data source. Bellavista et  al. [11] provides 
a practical example of machine learning for predictive 
diagnostics at the edge in an Industrial Internet of Things 
(IIoT) environment, showcasing the application of edge 
intelligence in real-world scenarios.

Several key technologies underpin edge intelligence, 
including distributed data processing, machine learn-
ing, and real-time analytics. Distributed data process-
ing allows for handling large volumes of data generated 
by animation processes, while machine learning algo-
rithms enable the system to learn and improve over time. 
Abbas et  al. [12] discusses the role of machine learning 
in enhancing the capabilities of edge computing systems, 
particularly in terms of data analytics and decision-mak-
ing. Real-time analytics are essential for providing imme-
diate feedback and adjustments in animation design. 
The architectures of edge intelligence systems are typi-
cally layered, comprising the edge layer (where data is 
generated and initially processed), the fog layer (which 
provides additional processing and storage capabilities), 
and the cloud layer (for more extensive processing and 
long-term storage). Bonomi et al. [13] describes this lay-
ered architecture, emphasizing its role in facilitating a 
more efficient and scalable approach to handling complex 
data sets, such as those found in animation. Recent stud-
ies like that of [14] has explored the integration of deep 
neural networks in cloud-edge collaboration schemes, 
highlighting the advancements in edge intelligence for 
real-time data analytics in IoT-based systems.

Large models in animation design
Large models in animation design, driven by AI and 
machine learning, have revolutionized the field, enabling 
high-fidelity, realistic animations. Capobianco at al. [15] 
discusses the transformative role of intelligent systems in 
various domains, including animation.Although its pri-
mary focus isn’t animation, it provides valuable insights 
into how intelligent systems can be transformative in 
various fields, including animation. It discusses how 
high-dimensional data analysis, made possible by AI and 
machine learning, is crucial in complex fields like can-
cer research. It delves into the aspects of data handling, 
processing, and interpretation in high-stakes scenarios, 
providing parallels to the complexities faced in animation 
design. Khuat et al. [16] highlights the growing adoption 
of machine learning-based models in animation due to 
large-scale data. Although this study primarily focuses on 
biopharmaceutical processes, it underscores the grow-
ing adoption and importance of machine learning mod-
els in diverse sectors. It highlights how machine learning, 

through the analysis of large-scale data, can drive inno-
vation and efficiency in various fields such as animation 
design. This paper explores specific machine learning 
techniques and trends, which are also relevant to ani-
mation design, such as deep learning, neural networks, 
and the handling of complex datasets. Additionally, [17] 
explores the use of the optimized AVOD algorithm for 
animation design, enhancing the efficiency and accuracy 
of animation creation. This research directly addresses 
animation design, focusing on the use of the optimized 
Aggregate View Object Detection (AVOD) algorithm. 
It explores how multi-sensor data fusion can be lever-
aged in animation, enhancing the efficiency and accuracy 
of animation creation. The paper details the technical 
aspects of the AVOD algorithm, its optimization process, 
and its application in creating more realistic and high-
fidelity animations.

The evolution of animation design models reflects 
rapid technological development. For example, [18] 
explores AI and machine learning integration with digi-
tal twinning in animation design; This paper provides a 
systematic review of AI, machine learning, and big data 
in digital twinning, which is highly relevant to animation 
design. It discusses the integration of these technologies 
in creating digital twins, a concept that can be applied 
to creating realistic and dynamic animation models. The 
authors also outline the challenges and opportunities 
in this field, offering insights into how digital twinning 
can revolutionize animation design. Soelistiono et  al. 
[19] reviews challenges in training large machine learn-
ing models in animation studios; This survey focuses on 
the acceleration of training large machine learning mod-
els, particularly in the context of the Internet of Things 
(IoT), which has implications for animation studios. It 
reviews the challenges faced in training large models 
and suggests solutions, which can be beneficial for ani-
mation studios dealing with complex animations and 
simulations. In addition, the paper also discusses tech-
niques and tools that can optimize the training process, 
thus aiding in more efficient animation production [20] 
discusses the AI-Integrated Learning System Design 
in AILS-Based Education, highlighting its application 
in 3D animation. This paper explores the design of AI-
Integrated Learning Systems (AILS) in education, with a 
focus on its application in 3D animation. It contributes 
insights into how AI can enhance educational technol-
ogy, particularly in teaching and learning 3D animation 
skills and also provides examples or case studies of AILS 
in action, demonstrating its effectiveness in enhancing 
the learning experience in animation education. Simi-
larly, [21] delves into the virtual experiment teaching sys-
tem, emphasizing the role of virtual reality technology 
in animation. Although focused on a virtual experiment 
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teaching system for a transplanting machine, this paper 
sheds light on the use of virtual reality technology in edu-
cational systems. It underscores the role of virtual real-
ity in creating immersive and interactive environments, 
which is directly applicable to animation. The study also 
details the system’s design and implementation, provid-
ing a blueprint for how similar technologies can be used 
in animation design. While [22] explores fog computing 
as a solution for data management in animation, espe-
cially in handling the vast amount of data generated in 
animation studios. Additional references for this section 
include the works of [23] on AI-assisted animation game 
development.

Integration of edge intelligence in animation 
design
The need for edge intelligence in animation
Edge intelligence is becoming increasingly important 
in animation design due to its ability to process large 
amounts of data efficiently and in real-time. This is cru-
cial in animation, where rendering and processing tasks 
are data-intensive and time-sensitive. The integration of 
edge computing in animation allows for faster processing 
times and more efficient data handling, which is essential 
in creating high-quality animations.

The paper [24] focuses on the real-time interaction and 
control access technology of communication information 
of Power IoT Gateway based on edge intelligence tech-
nology. It emphasizes the importance of edge intelligence 
in managing complex data flows and real-time process-
ing, which is crucial in animation for handling large data-
sets and ensuring timely rendering. The study provides 
insights into how edge intelligence can enhance the effi-
ciency of data processing and communication, which 
can be directly applied to animation design for improved 
performance and real-time interaction. In work [25], 
the authors investigate the design and algorithms of a 
real-time image edge detection system using artificial 
intelligence and FPGAs. It highlights the importance 
of high-speed processing and real-time data handling, 
which are essential in animation for tasks like rendering 
and image processing. This paper demonstrates the appli-
cation of FPGA technology in image data processing, 
providing a model for animation design where real-time 
processing and high data throughput are critical.

Work [26] focuses on real-time intelligent image pro-
cessing for the Internet of Things, exploring the appli-
cation of edge intelligence in managing and processing 
image data efficiently. The proposal in the paper is rel-
evant to animation as it provides insights into how edge 
intelligence can be utilized for efficient image processing, 
a key aspect in animation design, especially in scenar-
ios involving large volumes of data. The authors in [27] 

present a TinyMLaaS (Tiny Machine Learning as a Ser-
vice) architecture for IoT deployments, focusing on exe-
cuting ML models on low-power embedded devices. It 
addresses design trade-offs in energy consumption, secu-
rity, privacy, and latency. The TMLaaS architecture is sig-
nificant for animation, offering a framework for efficient, 
secure, and low-latency edge intelligence applications, 
crucial for real-time animation processing and rendering.

The authors surveys recent advances in the efficient 
processing of deep neural networks (DNNs) at the edge, 
focusing on hardware-aware deployment and lowcom-
plexity on-chip training [28]. The insights into hard-
ware-aware DNN deployment are vital for animation, as 
they provide guidelines for optimizing edge intelligence 
implementations in resource-constrained environments, 
enhancing the performance of animation applications. 
In [29], the comprehensive study of edge intelligence dis-
cusses its key concepts, advantages, development trends, 
and collaboration modes, focusing on model training 
and inference processes. The framework and insights 
provided in this study are crucial for animation, offering 
a broad perspective on how EI can be effectively imple-
mented and utilized in animation design and rendering 
processes. In [30], the paper discusses the convergence 
of edge intelligence with the infrastructure layer of the 
Metaverse, focusing on the stringent requirements of 
sensing, communication, and computation. The explora-
tion of edge intelligence in the context of the Metaverse 
provides valuable insights for animation, particularly in 
terms of developing immersive and interactive virtual 
environments, which are increasingly relevant in anima-
tion and gaming industries.

Case studies: successful implementations
The authors in [31] developed a UAV system capable 
of performing multiple road infrastructure monitor-
ing tasks in real-time. The system’s design and perfor-
mance, particularly in computational strain and latency, 
are discussed. This case study is relevant for animation 
as it demonstrates the efficiency of edge computing in 
processing complex, real-time data. In [32], the authors 
compare traditional and AI-integrated design education 
methods. It highlights how AI technology, when applied 
to animation design education, can enhance design 
vision, teaching methods, and productivity. This case 
study shows the potential of AI and edge intelligence in 
revolutionizing animation design education. Work [33] 
assesses a house for green building optimization and 
energy efficiency using EDGE software. The comparative 
analysis of different rating systems provides insights into 
the application of edge intelligence in sustainable design, 
which can be applied to animation design for eco-friendly 
practices. While literature [34] evaluates the design of 
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campus buildings in terms of thermal and energy per-
formance. The study’s comparative analysis using EDGE 
building software offers valuable insights into energy-effi-
cient design, which is applicable in animation studios for 
sustainable and efficient energy use.

In work [35], the authors present two case studies using 
AI and ML in computational fluid dynamics (CFD) prob-
lems, specifically focusing on 2-D dam-break and 3-D 
fluidized bed problems. The research utilized artificial 
neural network (ANN) models for predicting dynamic 
parameters like pressure and velocity. The application of 
AI and ML in CFD demonstrates the potential of these 
technologies in complex simulation scenarios, which is 
directly relevant to animation, particularly in simulating 
fluid dynamics and other complex environmental inter-
actions in animated scenes.

Comparative analysis of edge intelligence applications 
in animation
The comparative analysis of edge intelligence applica-
tions in animation focuses on how different approaches 
and technologies can be utilized to enhance animation 
design. The case studies mentioned above provide a 
diverse range of applications, from infrastructure moni-
toring to education and sustainable design. These exam-
ples demonstrate the versatility and effectiveness of edge 
intelligence in various aspects of animation design, high-
lighting its potential to transform the industry.

The authors in [36] provide a comparative analysis of 
various AIoT technologies, focusing on their energy 
efficiency. The relevance to animation lies in the need 
for energy-efficient edge intelligence solutions that can 
handle the intensive computational demands of anima-
tion design. The paper contributes to understanding 
how different AIoT technologies can be optimized for 
energy efficiency, a critical factor in animation studios 
where large-scale data processing is common. In [37], the 
authors conduct a comparative analysis of AI technolo-
gies in the FinTech sector. It’s relevant to animation as it 
demonstrates how AI can be leveraged in various sectors, 
including creative industries like animation. The study’s 
insights into AI applications in FinTech can be extrapo-
lated to animation, particularly in how AI and edge intel-
ligence can streamline processes and enhance creativity. 
Work [38] offers a comparative analysis of AI chip tech-
nologies, focusing on performance aspects. The study 
is pertinent to animation, where advanced chip tech-
nologies are essential for rendering and processing. The 
research provides valuable insights into the performance 
of different AI chips, which can guide the selection and 
implementation of hardware in animation design for 
optimal performance.

In work [39], the authors explore the integration of 
soft multimedia and edge-driven AI in landscape design, 
focusing on environmental analysis. Its relevance to ani-
mation lies in the application of similar technologies for 
creating environmentally conscious and efficient anima-
tion designs. The paper demonstrates how edge-driven 
AI can be used in creative processes, offering insights 
into sustainable and efficient design practices that can 
be applied in animation. A comparative analysis of edge 
computing technologies and devices, is provided in [40], 
particularly in the context of IoT and computer vision 
applications. It discusses the challenges and solutions 
in implementing edge computing in these domains. The 
insights from this research are valuable for animation, 
as it sheds light on the practical aspects of implement-
ing edge computing in complex visual environments. 
The findings can be applied to optimize edge intelligence 
applications in animation, enhancing real-time process-
ing and rendering capabilities. Literature [41] explores 
the application of distributed edge intelligence in wireless 
communication systems, particularly for industrial appli-
cations. It focuses on dependability assessment and spec-
tral efficiency optimization using AI models. The study’s 
approach to distributed edge intelligence is relevant for 
animation, as it provides a framework for efficient and 
reliable data transmission and processing. This is par-
ticularly important for collaborative and cloud-based 
animation projects, where seamless data exchange and 
processing are crucial.

Technical aspects of animation design with edge 
and large model
Data management and processing at the edge
In edge-assisted animation design, data management 
and processing are crucial for handling large volumes 
of animation data efficiently. The edge computing para-
digm allows for the processing of data closer to the 
source, reducing latency and improving response times. 
The authors in [42] present a framework for manag-
ing and analyzing big data in smart cities, covering the 
entire compute continuum from edge to cloud. It focuses 
on edge solutions with advanced computer vision tech-
nologies for real-time data generation. The framework’s 
approach to real-time data processing and management 
at the edge is applicable to animation design, where simi-
lar technologies can be used for efficient data handling 
and processing. In [43], the authors focus on developing 
an online management platform for physical education, 
utilizing edge computing technology to enhance the effi-
ciency of the management system. It involves data clean-
ing and in-depth analysis using a modified BP neural 
network algorithm. The approach to data management 
and processing in this study can be applied to animation 
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design, particularly in managing large datasets and opti-
mizing data processing workflows.

Work [44] proposes a blockchain-based data manage-
ment scheme in edge computing, focusing on data trust 
and security. It includes a flexible and configurable block-
chain architecture with features like mutual authenti-
cation protocol, smart contract, and blockchain nodes 
management. The scheme’s emphasis on data security 
and trust is crucial for animation design, ensuring the 
integrity and protection of animation data during edge-
based processing. Libiao Cui in [45] discuss the construc-
tion of a big data technology training environment for 
vocational education, utilizing edge computing technol-
ogy for data analysis and statistics. The study’s applica-
tion of edge computing in data analysis and management 
provides insights into how similar methodologies can 
be adapted for managing and processing animation data 
efficiently. In work [46], the authors introduce a cogni-
tive trust management model to improve security in edge 
computing. It focuses on maintaining the confidence 
of an appliance and managing the service level belief 
and Quality of Service (QoS). The model’s approach to 
enhancing security and trust in edge computing is rel-
evant for animation design, particularly in ensuring the 
secure and reliable processing of animation data at the 
edge.

Real‑time rendering and interactive design
Real-time rendering and interactive design are essential 
components of modern animation, where edge comput-
ing can play a significant role in enhancing these aspects. 
The authors in [47] leverage edge computing for real-
time processing of video streams in smart transportation 
applications. It designs a multi-thread system architec-
ture that operates on edge devices for efficient data han-
dling. The study’s focus on realtime video analytics and 
efficient data processing on edge devices provides valua-
ble insights for animation design, particularly in the con-
text of real-time rendering and interactive elements.

Literature [48] presents a one-shot occlusion-aware 
real-time 3D pose estimation and inference approach, 
RRMP, designed for mobile edge computing devices. 
It focuses on real-time 3D pose estimation from RGB 
monocular images, crucial in VR, AR, gaming, and ani-
mation. The RRMP technique, with its real-time exe-
cution and robustness in occlusion scenarios, offers 
significant implications for animation design, particularly 
in enhancing real-time rendering and interactive design 
capabilities.

In [49], the authors introduce a two-stage edge 
scheduling framework for real-time AI applications. It 
creates schedules for time-critical tasks and places non 
real-time tasks in free slots, optimizing task execution 

across edge computers. The framework’s ability to han-
dle real-time constraints is highly relevant for anima-
tion design, offering a model for efficient scheduling 
and execution of real-time rendering tasks in anima-
tion. An interactive system for calligraphy that reflects 
the writer’s emotions in real-time using affective com-
puting and visualization techniques is proposed in [50]. 
It uses brain wave machines to measure mental states 
and visualizes these emotions through animations. The 
system’s real-time audio-visual feedback and dynamic 
visualization techniques provide valuable insights for 
animation design, especially in creating interactive and 
emotionally responsive animations. The authors in [51] 
focus on enhancing Quality of Service (QoS) in mobile 
edge computing through a QoS-aware Adaptive Data 
Dissemination Engine (QADE) paired with Dynamic 
Traffic Flow Control (DTFC). The study’s approach to 
optimizing data dissemination and traffic control is 
crucial for animation design, particularly in manag-
ing real-time rendering and interactive design tasks 
efficiently.

Scalability and efficiency in large model deployment
Scalability and efficiency are key considerations in 
deploying large models in animation design, where edge 
computing can offer significant advantages. The work 
[52] introduces a method for railway transportation line 
planning and design using BIM technology, combined 
with IoT and edge computing for efficient data collection 
and analysis. The study’s integration of edge computing 
with BIM technology for efficient data handling and visu-
alization offers insights into scalable and efficient model 
deployment in animation design. Dong et al. [53] explores 
a novel backdoor attack on dynamic multi-exit deep neu-
ral network (DNN) models in edge computing scenarios. 
It demonstrates how a backdoor can be injected into a 
DNN model’s shallow hidden layers, affecting its dynami-
cally deployed multi-exit architectures. The research 
highlights the importance of security in scalable edge 
computing deployments, particularly relevant for large 
animation model deployments where data integrity and 
model security are paramount.

Cui et  al. [54] presents HELCFL, a federated learning 
framework designed for high-efficiency and low-cost 
training in mobile-edge computing systems. It intro-
duces a utility-driven user selection strategy and a device 
operating frequency determination approach to enhance 
performance and reduce energy costs. HELCFL’s meth-
odologies for enhancing training efficiency and reducing 
costs are directly applicable to the deployment of large 
animation models, offering a pathway to scalable and effi-
cient model training in edge computing environments.
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Limitations of large models in animation
The application of large models in animation design, 
despite their numerous advantages, also presents several 
notable shortcomings:

(1) Resource Intensiveness: Large models, especially 
those utilizing advanced machine learning and 
AI algorithms, require significant computational 
resources. This includes high-end hardware for pro-
cessing and substantial memory for data storage. 
This can make them less accessible for smaller stu-
dios or individual animators due to the high costs 
involved.

(2) Complexity and Skill Requirements: The complexity 
of these models often demands a high level of tech-
nical expertise. Animators and designers may need 
to acquire additional skills in machine learning and 
data science to effectively use these tools, creating a 
steeper learning curve.

(3) Over-Reliance on Data: Large models typically rely 
heavily on data for training and operation. In ani-
mation, this can lead to a dependency on exten-
sive datasets, which might not always be available 
or may be biased, affecting the output’s quality and 
diversity.

(4) Loss of Artistic Control: With the increasing auto-
mation and AI-driven processes in animation, 
there’s a risk of diminishing the role of human 
creativity and intuition. This could lead to a loss of 
unique artistic styles and perspectives that manu-
ally crafted animations offer.

(5) Ethical and Privacy Concerns: When using AI and 
machine learning models that require large data-
sets, issues related to data privacy and ethical use of 
information can arise. This is particularly relevant 
if the data includes human subjects or proprietary 
content.

(6) Time-Consuming Training Processes: Training 
large models is often a timeconsuming process, 
which can be a significant drawback in time-sensi-
tive projects. This might not align well with the fast-
paced nature of some animation projects.

(7) Generalization Issues: There’s always a risk that 
these models might not generalize well across dif-
ferent types of animation projects. A model trained 
on a specific style or type of animation might not 
perform effectively when applied to a different style, 
leading to limited flexibility.

(8) Software and Compatibility Challenges: Integrating 
these large models with existing animation software 
and tools can be challenging. Compatibility issues 
may arise, requiring additional work for seamless 
integration.

In summary, while large models bring innovation and 
efficiency to animation design, they also come with chal-
lenges related to resource demands, complexity, data 
dependency, artistic control, ethical considerations, time 
for training, generalization capabilities, and software 
integration. These aspects must be carefully considered 
and managed to fully leverage the potential of large mod-
els in animation design.

Conclusion
This survey has comprehensively explored the integration 
of edge intelligence (EI) in animation design, particularly 
focusing on the challenges and opportunities associ-
ated with large model implementations. Our main work 
involved a detailed examination of the fundamentals of 
edge computing and the evolution of EI, highlighting its 
transformative impact on animation design. We delved 
into the specifics of large models in animation, discuss-
ing their evolution, current trends, and the complexities 
involved in their deployment. Looking forward, the sur-
vey suggests that future work should focus on enhanc-
ing the synergy between EI and animation design. This 
includes developing more sophisticated AI and machine 
learning algorithms tailored for animation, improving 
data management techniques at the edge, and exploring 
innovative approaches for real-time rendering and inter-
active design.

However, the utilization of large models in animation 
design with edge computing is still at the early stage and 
there are currently a number of challenges to be solved 
in this domain. In the upcoming study, we will further 
investigate how to improve the applicability or perfor-
mance of large models in animation domain by introduc-
ing the domain knowledge of different animation arts 
since the underlying knowledge is crucial to data-driven 
applications in various domains [55–60]. In addition, the 
computational cost of large model training in animation 
is still large enough. Therefore, in the future work, we will 
further study how to optimize the animation algorithm 
performances with the help of edge computing technol-
ogy, since edge computing has been proven an effective 
and efficient data loading alleviation technique [61–64]. 
Besides, how to develop more effective human–machine 
interaction ways in animation design is still another 
interesting topic that needs intensive study in the future 
work.
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