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Abstract 

In this study, we present a sophisticated multi-label deep learning framework for the prediction of RNA-RBP (RNA-
binding protein) interactions, a critical aspect in understanding RNA functionality modulation and its implications 
in disease pathogenesis. Our approach leverages machine learning to develop a rapid and cost-efficient predictive 
model for these interactions. The proposed model captures the complex characteristics of RNA and recognizes corre-
sponding RBPs through its dual-module architecture. The first module employs convolutional neural networks (CNNs) 
for intricate feature extraction from RNA sequences, enabling the model to discern nuanced patterns and attributes. 
The second module is a multi-view multi-label classification system incorporating a feature attention mechanism. 
The second module is a multi-view multi-label classification system that utilizes a feature attention mechanism. This 
mechanism is designed to intricately analyze and distinguish between common and unique deep features derived 
from the diverse RNA characteristics. To evaluate the model’s efficacy, extensive experiments were conducted 
on a comprehensive RNA-RBP interaction dataset. The results emphasize substantial improvements in the model’s 
ability to predict RNA-RBP interactions compared to existing methodologies. This advancement emphasizes the mod-
el’s potential in contributing to the understanding of RNA-mediated biological processes and disease etiology.

Keywords RNA-RBP interactions prediction, Multi-view deep learning, Multi-label learning

Introduction
Gene expression within individuals results in differ-
ent phenotypes due to strict regulation, encompassing 
various levels of control such as gene-level regulation 
through histone modifications and methylation, tran-
scriptional regulation, RNA-binding proteins (RBPs) 
interactions, post-transcriptional regulation, and trans-
lation regulation [1]. Imbalances in various regulatory 
factors can lead to changes in downstream gene expres-
sion. RBPs, through specific binding to target RNA, 
directly or indirectly modulate RNA functionality, 
including mediating RNA maturation, selective splic-
ing, transport, localization, and translation, thereby 
forming a complex RNA-RBP regulatory network. 
Mutations and abnormal expression of RBPs can impact 
various steps in RNA processing, consequently altering 
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the functions of target RNAs. Therefore, genetic altera-
tions and abnormal expression of RBPs are closely 
related to the occurrence of many complex diseases [2]. 
Additionally, research indicates a significant reduction 
in the quantity of RBPs in certain cancer patients [3]. 
Studies have revealed a substantial number of genetic 
variations located in RBPs and their regulated target 
RNAs. These variations may result in abnormal regu-
lation of RBPs [4]. Therefore, a thorough investigation 
into the interaction mechanisms between RNA and 
RBPs, the construction of an RNA-centric RBP inter-
action network, and the identification of genetic vari-
ations affecting RNA-RBP interaction relationships can 
contribute to a deeper analysis of the etiology of certain 
diseases. Furthermore, this may lead to the discovery of 
improved therapeutic approaches for treating or allevi-
ating the suffering caused by these diseases [5].

In situations with abundant experimental validation 
data, it is necessary to establish a rapid and low-cost 
predictive model for the RNA-RBP interactions. How-
ever, it is impractical to perform binding tests for every 
pair of RNA and RBP in medical scenarios. Since the 
highly developed landscape of big data and sequencing 
technologies, numerous algorithms that utilize machine 
learning models to identify RBP binding sites from RNA 
sequences have been developed [6]. Rpicool [7] extracts 
motif information and repetitive patterns from experi-
mentally validated RNA-RBP regulatory data. It pairs the 
motif sequences of RBPs with the sequences of RNAs, 
and determines the RNA-RBP interaction based on the 
pairing conditions. Additionally, research suggests that 
extracting both sequence and structural information 
from RNA to construct predictive models for RBP-RNA 
interaction relationships is an efficient approach [8].

To fully leverage the diverse features of RNA, this 
paper proposes the construction of a multi-label deep 
learning model that integrates multiple RNA features 
to predict the interaction between RNA and RBP. The 
overall framework of our model is illustrated in Fig.  1. 
The model comprises a feature extraction module and 
a multi-view multi-label classification module. The fea-
ture extraction module employs three convolutional 
neural networks to independently extract deep features 
from the original matrix of RNA sequence, the original 
matrix of amino acids sequence, and the original histo-
gram matrix of dipeptides. In the multi-view multi-label 
learning module, the deep private features and common 
feature are extracted by a fully connected layer with a 
ReLU activation function separately, and combine them 
based on the feature dimension to generate the syner-
gistic features, which can express the semantic informa-
tion of the view data. Following this, a similarity matrix 
is computed by comparing the original features with the 
common features. This matrix is then multiplied with 
the synergistic features to generate attention weights. 
By fusing the attention weight matrix with the synergis-
tic features matrix through a shortcut branch, a feature 
matrix capable of the semantics of multi-view RNA-RBPs 
data is effectively captured. Finally, the feature matrix is 
fed into a fully connected layer to produce the output for 
the multi-label learning task that predicts multiple RBPs 
for a given RNA. The experimental results demonstrate 
the proposed model achieves some improvements in 
prediction of the interaction between RNA and RBP by 
the multi-label deep learning model leveraging the latent 
relationships among multi-view RNA features.

The main contributions of this paper are summarized 
as follows:

Fig. 1 Overall framework of our model. The model comprises two main modules. Part A is a feature extraction module, and Part B is a multi-view 
multi-label classification module
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(1) Based on the RNA sequence information, the 
amino acid features are acquired, and the dipeptide 
composition is obtained using the dipeptide com-
position representation method, thus representing 
the multi-view features of RNA.

(2) Within a deep feature learning framework, the 
multi-view features deep features are automatically 
acquired.

(3) Considering the varying importance of the cap-
tured deep views features, the model with view 
feature attention assignment is used to extract the 
common and private deep features from different 
views to predict the interaction relation of a pair of 
RNA and RBP.

The article is organized as follows. Related work is 
introduced in Related work section, and the working 
principle of the proposed method is shown in Methodol-
ogy section. Comparative test and results in Experiments 
and Results section show the advantages of our method 
in predicting RNA-RBP interactions. Finally, we make 
some discussions of the work in Conclusion Section.

Related work
Techniques of predicting RNA‑RBP interactions
The rapid development of sequencing technology has 
greatly increased the sequence information of proteins 
and RNA, and research has also shown that extracting 
sequence information of proteins and RNA to predict 
their interactions is an efficient method [9]. LncPNet 
[10] was introduced to predict potential lncRNA-Protein 
interactions by embedding the lncRNA-Protein heter-
ogenous network, and it achieved superior prediction 
performance. Suresh et al. proposed the RPI-Pred model 
using support vector machines to predict the interac-
tions between RNA and RBP [11]. This approach involves 
learning through the interaction of sequence and struc-
tural information. The results indicate that the second-
ary structure information of RNA significantly influences 
the prediction of RNA-RBP interactions. Leveraging 
the structures of RBPs and the secondary structures of 
RNAs, RNAcommender [12] constructs a recommenda-
tion system to suggest target RNAs to a particular RBP. 
Experimental validation demonstrates that the model 
can identify the majority of target RNAs. Additionally, 
in the RNAcommender dataset, at least 74.7% of RNAs 
are found to bind with at least two proteins. Therefore, 
to efficiently explore RNA-RBP interactions, the predic-
tive model needs to recommend several RBPs simultane-
ously. Due to the capability of multi-label deep learning 
algorithms to simultaneously identify multiple labels for 
a given sample, these algorithms are suitable for predict-
ing RNA-RBP interactions. In the case of a single RNA 

binding to multiple RBPs, iDeepM [13] proposed by 
Pan et al. employs a deep learning model to extract deep 
features from RNA sequence information, and adopts 
a multi-label classification model to predict multiple 
RBPs that a given RNA may potentially bind to. Li et al. 
constructed a deep neural network framework named 
RDense [14], incorporating paired probability features 
obtained from RNA secondary structure as input, and 
leveraging a combination of Bidirectional Long Short-
Term Memory networks (Bi-LSTM) and DenseNet 
(Dense Convolutional Network) to learn RBP binding 
preference.

Nevertheless, the mentioned algorithms have some 
limitations. Although RNA sequence and secondary 
structure information are effective for classification, 
incorporating amino acid information of RNA can repre-
sent a more comprehensive RNA feature, contributing to 
improved predictive accuracy. Additionally, different fea-
tures of RNA play varying roles in predicting RBPs, and 
quantifying the importance of RNA features can further 
enhance the model’s effectiveness.

Multi‑view multi‑label learning methods
The purpose of multi-label learning is to find relevant 
labels for a given sample as accurately as possible. There-
fore, the output of a multi-label learning model may 
include a set of one or more labels [15]. Two strategies are 
employed to address multi-view multi-label problems. 
The first strategy involves constructing a multi-label clas-
sifier for each view data and combining the predictive 
results from all classifiers to obtain the final prediction 
[16]. For example, Huang et  al. [17] utilized multi-label 
category attributes to make predictions in each view 
and then combined all predicted results, considering the 
weight of view contribution for final learning. However, 
this approach overlooked the diversity of specific infor-
mation. To address this issue, Zhao et al. [18] proposed a 
method based on a single hidden layer feedforward neu-
ral network without iteration. This algorithm not only 
utilized the Hilbert-Schmidt Independence Criterion 
(HSIC) to thoroughly investigate the consistency and 
diversity of the data, but also considered label correlation 
and the significance of different viewpoints [19–21].

The second strategy is to integrate all views into a uni-
fied view and apply a multi-label learning approach to 
make predictions. For example, Zhao et al. [22] designed 
an approach, which firstly discovered the shared spaces 
of all views by subspace learning and handled the label 
missing problem by the kernel extreme learning machine. 
However, this sequential approach may not facilitate suf-
ficient information exchange, potentially resulting sub-
optimal models. To fully consider the shared and specific 
information among views, the multi-view multi-label 
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learning with view feature attention allocation (MMFA) 
[23] was proposed.

From these, it is evident that MMFA has already dem-
onstrated a certain level of accuracy in multi-label clas-
sification tasks. Therefore, this paper adopts it to extract 
the common and private deep features from different 
views to predict the interaction relation of a pair of RNA 
and RBP.

Methods
Initially, the raw text data extracted from dataset is trans-
formed to the representation of RNA sequence, the 
representation of amino acid sequence and the represen-
tation of dipeptide component by encoding techniques. 
Subsequently, distinct deep features are generated by 
three CNN models, and these deep features then serve 
as the input data for the downstream MMFA classifier. 
Ultimately, the MMFA produces the final classification 
results.

The RNA‑RBP interactions data
The data used in this study is sourced from the AURA 
website [24]. To investigate the issue of RBP binding cor-
relation, a subset of data related to RNA and RBP was 
selected, comprising 67 RBPs, 72,226 RNA sequences, 
and 550,386 binding sites between RNA and RBPs. The 
final distribution of RBPs is described in the Fig. 2. The 
counts of interacting-RNA or the 14 RBPs are all below 
1000, with AGO4 having the fewest interacting RNA 
sequences, only 400 in total. On the contrary, AGO1 has 
the highest count of interacting RNA sequences, totaling 

31,964. It is evident from the counts of interacting RNA 
that there is a significant imbalance in the distribution of 
RBPs.

Additionally, a new label "negative" was introduced to 
represent the negative correlation category, including 
31,964 RNA sequences without binding site information 
as samples in this category. Therefore, a total of 68 labels 
were considered.

The representation of the RNA sequence
RNA sequences are composed of four naturally occur-
ring bases—A (adenine), G (guanine), C (cytosine), 
and U (uracil)—arranged in a specific order [25]. RNA 
sequences possess both sequential and spatial struc-
tures, and until now numerous RNA sequences have 
been discovered through advanced sequencing tech-
nologies, but exploring the spatial structure of RNA 
sequences incurs significant costs [26]. Artificial 
intelligence methods commonly utilize the sequen-
tial structure of RNA, such as the arrangement infor-
mation of bases in RNA sequences, to characterize 
the RNA sequence. This is primarily achieved using 
encoding methods to represent the RNA sequence. In 
this study, the one-hot encoding method is employed, 
transforming the textual sequence of RNA into a 
numerical matrix, serving as input for machine learn-
ing models. Through one-hot encoding, an RNA 
sequence of length n  is converted into a blank matrix 
of size 4 × n . Using the vectors (1, 0, 0, 0)T , (0, 1, 0, 0)T
,  (0, 0, 1, 0)T  and (0, 0, 0, 1)T  to represent the occur-
rence of bases A, C, G, and U in the RNA sequence 

Fig. 2 Distribution of RBPs. It is evident from the numbers of interacting RNA sequences that there is a significant imbalance in the distribution 
of RBPs
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respectively, then the matrix is filled based on the 
positions of bases in the RNA sequence. Since the 
lengths of RNA sequences in the dataset are various, 
the length of the RNA sequence is fixed to nm . If the 
length of the provided RNA sequence is less than nm , 
bases are padded with the vector representation of 
base B, which is (0.25, 0.25, 0.25, 0.25)T  . Consequently, 
through the one-hot encoding technique, each RNA 
is transformed into a two-dimensional matrix of size 
4 × nm . The process of representing RNA sequence 
feature is shown in Fig. 3A.

The representation of the amino acid sequence
RNA sequences providing a partial representation of 
RNA characteristics but lacking sufficient information. 
Amino acid sequences represent a high-dimensional 
expression form of RNA sequences [27].

In theory, any RNA sequence can be transcribed into 
mRNA, aligning the start and stop positions of the RNA 
sequence with the coding region, and then translated to 
form the corresponding amino acid sequence. An amino 
acid sequence consists of 20 different amino acids, each 
encoded by a set of three bases in the RNA sequence. This 
implies that each amino acid in the amino acid sequence 

Fig. 3 The representations of multi-view RNA features. A The process of one hot encoding for RNA sequences. Through one-hot encoding, an RNA 
sequence of length n is converted into a blank matrix of size 4 × n. B The matrix of an amino acid sequence with size 20 × n, which indicates 
the occurrence of amino acids in the amino acid sequence. C The process of generating the dipeptide features. Here, the occurrence of dipeptides 
in an amino acid sequence is shown in the table, and the dipeptide histogram is depicted in the following matrix
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carries contextual information from the RNA sequence. 
Therefore, the amino acid sequence can be viewed as a 
high-dimensional product of the RNA sequence, provid-
ing richer information. While there are 43 possible com-
binations of selecting three bases from the four, "UGA," 
"UAG," and "UAA" are stop codons that cannot be trans-
lated into amino acids. Therefore, there are a total of 61 
corresponding relationships bases and translated amino 
acids. Translating RNA sequences into amino acid 
sequences is a unidirectional and unique process. How-
ever, due to the fact that one amino acid can correspond 
to multiple base combinations, employing conventional 
translation methods results in amino acid sequences 
that cannot be reverted to the original RNA sequence. 
This leads to consequences of information loss and mis-
interpretation. To address this issue, three codon-based 
translation approaches are employed in this study for 
translating RNA sequences into amino acid sequences: 
(1) translating the RNA sequence from the beginning; (2) 
skipping the first base of the RNA sequence and start-
ing the translation; (3) skipping the first and second 
bases of the RNA sequence and commencing the trans-
lation. Through codon-based translation approaches, an 
RNA sequence of length n is translated into 3 amino acid 
sequences with length 1/3n . By concatenating these three 
amino acid sequences, an amino acid sequence of length 
n is obtained. Subsequently, one-hot encoding is applied 
to convert it into a blank matrix of size 20× n.

A 20-dimensional standard orthogonal basis vector is 
utilized to represent the occurrence of amino acids in the 
amino acid sequence. For example, the order of amino 
acid arrangement is “ACDEFGHIKLMNPQRSTVWY”. 
The matrix is then filled according to the positions of 
amino acids, which is shown in Fig. 3B. For instance, in 
the vector representation of amino acid A, the first col-
umn is set to 1; for amino acid C, the second column is 
set to 1; for amino acid G, the sixth column is set to 1; for 
amino acid I, the eighth column is set to 1, and so forth. 
For segments that cannot be translated, such as those 
containing stop codons in the RNA sequence and bases B 
used for padding, represented by the letter O, all values in 
the 20-dimensional vector are set to 0.05.

The representation of the dipeptide component
Both RNA sequences and amino acid sequence focus on 
extracting sequence information, but it is also necessary 
to consider the composition of RNA. Dipeptides [28, 
29] are a method of studying the structure of amino acid 
sequences, which focuses on the combination of any two 
amino acids. By considering the role of hydrogen bonds 
in the secondary structure of proteins, the g-gap dipep-
tide composition [30] not only describes the correlation 
between two amino acids in the amino acid sequence, 

but also considers the possibility of two amino acids that 
are farther apart in the sequence being adjacent in three-
dimensional space. Therefore, utilizing the g-gap dipep-
tide composition to generate g-gap dipeptide features can 
provide a more comprehensive description of the com-
position information in both RNA sequences and amino 
acid sequences.

A dipeptide is formed by the linkage two amino acids 
through a peptide bond. Due to the spatial structure of 
the side chain and backbone of amino acids, dipeptides 
are sensitive to the arrangement of the left and right 
amino acids. Therefore, different arrangements can result 
in distinct dipeptide structures [31, 32]. This sensitivity 
imparts significant meaning to dipeptides in describing 
the structure and functionality of amino acid sequences. 
There are 400 combinations of 0-gap dipeptides for the 
20 amino acids. By analyzing the occurrence frequency 
of 0-gap dipeptide combinations, we can gain insights 
into the distribution of different dipeptides in amino 
acid sequences, thereby inferring the composition and 
arrangement characteristics of RNA sequences. The con-
verted amino acid sequence includes the padding amino 
acid O, resulting in a total of 21 × 21 dipeptides. After 
removing the meaningless dipeptide “OO”, there are ulti-
mately 440 dipeptides. As shown in Fig.  3C, dipeptides 
where both amino acids are alanine are represented as 
“AA” with the number 5 indicating their occurrence in 
the sample sequence. Converting the one-dimensional 
vector of dipeptides into a 440 × 30 dipeptide histogram 
facilitates the extraction of more robust deep features 
by deep learning models. The dipeptide histogram is 
depicted in Fig. 3C, where “AA” appears 5 times, signify-
ing that the top five elements in columns the vector rep-
resenting “AA” are set to 1, and the rest are set to 0.

The generation of multi‑view deep features
By employing biological methods, the representation 
of the RNA sequence, the representation of the amino 
acid sequence and the representation of dipeptide 
component were obtained. Based on these, three dis-
tinct deep convolutional networks were constructed to 
individually extract deep features. Convolutional Neu-
ral Network (CNN) [33–35], a common deep learning 
architecture, possesses advantages in convolutional 
computations and deep structures. The core compo-
nents of a CNN are convolutional layers and pooling 
layers. The convolutional layers exhibit the property of 
“weight sharing”, which not only reduces the number 
of parameters but also mitigates the risk of overfitting 
associated with an excessive number of parameters, 
thereby effectively utilizing local information from 
input features. The pooling layers serve to decrease 
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the spatial dimensions of the input data, reducing both 
computational requirements and memory consumption 
of the model.

Since the max length of the RNA sequence nm is set 
to 2700, each RNA is transformed into a two-dimen-
sional matrix of size 4 × 2700 by the one-hot encoding 
technique. To obtain contextual information from the 
beginning and end of the RNA sequence, 5 additional 
base B were added to both the start and end of the RNA 
sequence. Consequently, the RNA sequence is repre-
sented by a two-dimensional matrix of size 4 × 2710. 101 
convolutional kernels of size 10 were used to perform 
convolutional calculations on the RNA sequence matrix 
by the stride of 1, and then 101 feature maps with size 1 × 
2701 were obtained. To reduce computational complexity 
and eliminate noise, 101 feature maps were processed by 
a maxpooling layer with a size of 3, resulting in 101 deep 
feature vectors of size 1 × 900. After flatting 101 deep fea-
ture vectors, a deep feature map with size 1 × 90900 was 
obtained. Then it was calculated by a dropout layer with 
rate of 0.5 and a fully connected layer to generate the 
intermedia outputs with size of 1 × 202. At last, a dropout 
layer with rate of 0.5 and a fully connected layer with 68 
hidden units were used to gain the final outputs with size 
of 1 × 68. Figure 4A shows the CNN model of extracting 
deep features for RNA sequences.

According codon-based translation approaches, 
each RNA sequence can be transformed to amino acid 
sequence, represented by a two-dimensional matrix of 
size 20 × 2710. The deep learning framework for amino 
acid sequence is similar to that for RNA sequence. The 
amino acid matrix is processed by a convolutional layer, 
a maxpooling layer and two fully connected layers with 
dropouts. Therefore, the size of intermedia outputs is 
also 1 × 202 and the size of final outputs is also 1 × 68. 
Figure 4B shows the CNN model of extracting deep fea-
tures for amino acid sequences.

For the dipeptide component representation, a two-
dimensional matrix of size 30 × 440 is obtained by count-
ing the numbers of 0-gap dipeptide combinations in the 
amino acid sequence and converting the one-dimensional 
vector of dipeptides into a dipeptide histogram facili-
tates. Since the size of dipeptide component matrix is less 
than others, the maxpooling layer is removed from the 
deep learning framework for dipeptide component fea-
tures. After processing by a convolutional layer and two 
fully connected layers with dropouts, the intermedia out-
puts with size of 1 × 202 and the final outputs with size 
of 1 × 68 are gained. Figure 4C shows the CNN model of 
extracting deep features for dipeptide component.

The rectified linear unit (ReLU) incurs lower compu-
tational overhead and, to some extent, helps prevent 

Fig. 4 Extracting deep features from the three views using deep CNN models
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the vanishing gradient problem. Consequently, with the 
exception of the final layer, ReLU activation is employed 
in all layers of the three deep learning models. The for-
mula for the ReLU activation function is given by:

The advantages of the sigmoid activation function 
include an output range of [0, 1] . Due to this output range, 
the function normalizes the output for each neuron. It is 
particularly suitable for models that aim to predict prob-
abilities as output. The expression for the sigmoid activa-
tion function is as follows:

For the problem of binary classification, a binary cross 
entropy is generously used to compute the loss in each 
training iteration, the binary cross entropy is mathemati-
cally formalized as Eq. 3.

In the above equation, yi = 1 represents the instance i 
is positive sample, whereas yi = 0 represents the instance 
i is negative sample. N  is the number of instances. Loss 
computes the average value of all instances. The probabil-
ity of the instance i is belong to the current label is repre-
sented by P(yi) . Binary cross entropy is used to evaluate 
the quality of predictions made by a binary classification 
model. In other words, for the case where the label y is 1, 
if the predicted value P(yi) approaches 1, then the value 
of the loss function should approach 0. Conversely, if the 
predicted value P(yi) approaches 0, then the value of the 
loss function should be very large, which is consistent 
with the properties of the logarithmic function. By sum-
ming up and averaging the individual output losses calcu-
lated for all outputs, we can obtain the loss of the model 
for a set of N  outputs.

Binary Cross Entropy can handle predictions for multi-
ple labels simultaneously and compute the loss value for 
each label. For each label, the Binary Cross Entropy loss 
function treats it as a binary classification problem and 
calculates the loss by comparing the predicted value with 
the true value. Therefore, Binary Cross Entropy is applied 
as the loss function for each deep learning model.

The objective of training three deep learning models 
is to obtain deep representations of multi-view features. 
The final outputs of each model, after passing through 
the final layer and the Sigmoid activation function, 
already exhibit a clear classification trend. However, this 
is not conducive to training the subsequent multi-label 

(1)f (z) = max(0, z)

(2)σ(z) =
1

1+ e−z

(3)

Loss = −
1

N

N

i=1

yi • log P yi + 1− yi • log 1− P yi

feature learning model. Therefore, we utilize the interme-
diate outputs from the second-to-last layer, which consist 
of 202 dimensions, as the deep feature of the model.

The training of multi‑view multi‑label learning
Different from traditional single-view learning, multi-
view learning enables more comprehensive exploration 
of information from multiple views. Due to the impor-
tance of different views, the existing multi-view multi-
label learning algorithms typically calculate the weight of 
views by the number of correctly predicted labels. Such 
method ignores the contribution of data features of each 
view for multi label classification, therefore this paper 
used multi-view multi-label learning with view feature 
attention allocation (MMFA) to deal with multi-label 
classification problem.

Deep RNA sequence features X1 ∈ R
n×202 , deep amino 

sequence features X2 ∈ R
n×202  and deep dipeptide com-

position features X3 ∈ R
n×202 are the original inputs of 

MMFA. The structure of MMFA framework is shown in 
Fig. 5, which is mainly constructed by two parts.

In the Part A, with the input of multi-view deep fea-
tures, common feature extraction layer and private fea-
ture extraction layer will extract the common features 
and private features of each view. These feature extraction 
layers contain a fully connected layer with ReLU activa-
tion function. Common features are derived by minimiz-
ing the adversarial loss and incorporating the shared 
subspace multi-label loss. Subsequently, an orthogonal 
constraint is applied to eliminate these common features 
from the original set, resulting in the extraction of private 
features [36]. The feature dimensions of common features 
and private features are both represented by k . By fea-
ture extraction, the common features C ∈ R

n×k , the pri-
vate features of deep RNA sequence features Q1 ∈ R

n×k , 
the private features of deep amino sequence features 
Q2 ∈ R

n×k and the private features of deep dipeptide 
composition features Q3 ∈ R

n×k are generated. The com-
bined features obtained by concatenating common and 
private features are referred to as synergistic features 
P =

[
Q1,Q2,Q3,C

]
∈ R

n×[(3+1)×k].
In the Part B, a multi-head attention mechanism is uti-

lized to calculate the attention weights of view features. 
Considering the different contributions of multi-view fea-
tures in label prediction, the multi-head attention mecha-
nism is applied as a more comprehensive approach. The 
attention weights of multi-view features are computed by 
Eq. 4.

(4)Attention
(
Xv ,C ,P

)
= softmax

(
XvCT

√
tc

)
P
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where tc is a scaling factor, its value is the dimensionality 
of the common features. In this part, the original features 
are considered as queries, the common features as keys, 
and the synergistic features as values. Xv and C are used 
to calculate the similarity between original deep features 
and common features. Using scaling factor is a method of 
improving dot product attention to alleviate the impact 
of input vector dimensions on attention weights. After 
obtaining the similarity matrix, it will be normalized by 
softmax function [37] and then multiplied with synergis-
tic features P to gain the attention weights. Inspired by 
the multi-head attention mechanism, three original deep 
features were taken as queries and divided into three 
parts. The formular can be represented as:

in which, the attention of i-th view is represented by 
headi . The fusion of the stitched results is indicated 
by Wo . These attention weights are combined with the 
synergistic features through a shortcut branch to pro-
duce the synergistic features with attention. The formu-
lar is expressed as follows:

(5)
Multihead

(
X1,X2,X3,C ,P

)
= Concat(head1,head2,head3)W

o

(6)headi = Attention
(
Xi,C ,P

)

The resulting synergistic features are then passed 
through a fully connected layer H(•) for multi-label 
prediction. Finally, the multi-label predictive results of 
MMFA are denoted by Eq. 9.

The multi-head attention plays a key role in the multi-
view multi-label classification neural network, and 
Adam was used as an adaptive optimizer that decouples 
the weight decay from the optimization step, allow-
ing for separate optimization. In MMFA framework, 
the final loss function is mathematically formalized as 
follow:

where � and γ are the trade-off parameters for the loss 
terms, and lml represents the multi-label loss of the final 
multi-label prediction.

(7)Pfinal = P +Multihead
(
X1,X2,X3,C ,P

)

(8)Tout = H
(
Pfinal

)

(9)Tpre = sign(Tout)

(10)sign(x) =
{
1, if x − thres > 0

0, else

(11)L = lml + �lcommon + γ lprivate

Fig. 5 Considering multi-view deep features by multi-view multi-label learning with view feature attention allocation
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Experiments and results
Metrics
This paper employs two evaluation metrics, namely the 
AUC area and F1 score, to assess the classification and 
prediction performance of the model. AUC, defined as 
the area under the ROC curve, reflects a comprehen-
sive measure of sensitivity and specificity [38]. A higher 
AUC value indicates better classification performance 
of the model. In the context of multi-label classifica-
tion, imbalances in class samples can result in signifi-
cant bias in performance metrics. Therefore, this paper 
introduces a Weight constraint. Weighted-AUC cal-
culates the weight for each class based on the number 
of samples, and then performs a weighted sum of the 
AUC values for these classes. In addition to assess-
ing the model’s classification performance, F1-score is 
computed to evaluate the predictive performance of the 
model. The F1 score, a harmonic mean of precision and 
recall, is subject to the Weight constraint, similar to the 
AUC metric.

Exact Match Rate refers to the situation where, for 
each sample, the prediction is considered correct only 
if the predicted value is identical to the true value. In 
other words, if there is any difference in the predicted 
results for a particular category, it is considered incor-
rect. Therefore, the accuracy calculation formula is 
given by:

where m is the number of samples. I(•) is the indicator 
function, it is equal to 1 when y(i) is same as ŷ(i) , other-
wise it is equal to 0. As observed, a higher MR value indi-
cates a higher accuracy in classification.

The One Error evaluation metric in multi-label classi-
fication measures the probability that at least one label 
is predicted incorrectly among all samples. Specifically, 
for each sample, if the model’s prediction contains at 
least one incorrect label, the sample is considered an 
event of One Error. The formula for calculating the One 
Error metric is as follows:

in which m is the number of samples. δi is the indicator 
function, which is 1 when at least one label is predicted 
incorrectly for the i-th sample and 0 otherwise. The One 
Error evaluation metric ranges from 0 to 1 , with a lower 
value indicating better performance of the model in 
multi-label classification tasks.

MR =
1

m

m∑

i=1

I(y(i) == ŷ(i))

OE =
1

m

∑m

i=1
δi

Experiments
For the CNN models of learning multi-view deep fea-
tures, the number of learning interactions is set to 50, 
and the learning rate and the decay are applied to 0.001 
and 0.01 respectively in each epoch. The dropout rate 
is set to 0.5 for the dropout layer, and the batch size is 
set to 64. Adam [39] was used as an adaptive optimizer 
that decouples the weight decay from the optimization 
step, allowing for separate optimization.

For multi-view multi-label learning with view feature 
attention allocation, the number of learning interactions 
is set to 20 and the dimensions of common features and 
private features are both fixed as 68. Moreover, the best 
combination of main parameters was selected after try-
ing many combinations. Finally, � controlling the con-
tribution of common information is set to 10−3 , and γ 
controlling the contribution of private information is set 
to 10−4.

The running server is configured with an 8-core Intel 
CPU, NVIDIA RTX3090 GPU and 768 GB of memory 
and the software uses Linux operating system. PyTorch 
library was used to implement the RNA-RBP interac-
tion recognition model, and the codes were written in 
Python3.7. For the filtered AURA dataset, 80% of the 
cases were randomly allocated to the training set, while 
the remaining 20% of cases were reserved for the testing 
set.

The experimental results are shown in Table  1, where 
the original RNA sequence features, the original amino 
sequence features and the original dipeptide composition 
features are denoted by X1

o , X2
o  , X3

o  . It can be observed 
that single-view models using deep learning achieve sat-
isfactory results. Among them, the dipeptide composi-
tion view yields the best performance. This is attributed 
to the fact that the dipeptide composition view not only 
contains sequence order information but also encom-
passes sequence composition and structural details, 
making it the most informative perspective. To explore 
and leverage multiple deep features, the multi-view 
multi-label learning with view feature attention alloca-
tion (MMFA) is used to process the captured deep fea-
tures to predict the RBPs. To validate the effectiveness 
of integrating multi-view features, experiments were 
conducted with double-view MMFA models and triple-
view MMFA models. From the results, it is not difficult 
to observe that the performance of double-view MMFA 
models is superior to any single-view model using one 
of these two features. Especially, the triple-view MMFA 
model, which integrates all deep features of RNAs, out-
performs any single-view model and double-view MMFA 
models in terms of AUC, F1 score, and Exact Match Rate. 
Furthermore, it exhibits a lowest One Error compared to 
any other models. This not only indicates that different 
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features of RNA can provide complementary informa-
tion, but also demonstrates that the effectiveness of con-
sidering the importance of these features.

To provide further validation of the efficacy of assign-
ing attention weights to view synergistic features, a com-
ponent analysis was conducted. MMFA-MA, which does 
not assign weights to view features, was performed to 
validate the effectiveness of assigning attention weights 
to view features. The outcomes of component analysis are 
depicted in Fig. 6. It is evident that MMFA outperforms 
MMFA-MA across nearly all evaluation metrics, under-
scoring the effectiveness of MMFA in recognizing RNA-
RBP interactions by considering the varying importance 
of the captured deep views features of RNA.

There are two main parameters of MMFA and the 
grid search was used to find the best parameters for the 
AURA dataset. One is � controlling the contribution of 

common information, another is γ controlling the con-
tribution of private information. If the value of � is too 
small, fewer common information is extracted and the 
attention weights of MMFA are diminished, it may lead 
to poor performance for each metric. On the other hand, 
when the value of γ is too large, there is an abundance 
of private information about the views, and the exchange 
between views decreases, which may diminish the algo-
rithm’s performance. For discovering the best combina-
tion of parameters, this paper searched � and γ in the 
range of [10−4, 10−2] . The experimental results on each 
metric are depicted in the Fig. 7, with specific numerical 
values for the top three rankings for each metric. In the 
case of � = 10−3 and γ = 10−4 , the weighted-AUC value 
ranks third, the weighted F1 value ranks first, EM value 
ranks second, and OE value ranks first. Additionally, only 
with this specific parameter value, all evaluation metrics 

Table 1 Performance of RNA-RBP interactions prediction

↑ indicates higher values represent better model performance, while ↓ indicates lower values represent better model performance

Model Weighted‑AUC↑  Weighted‑F1↑  Exact Match 
Rate↑ 

One Error↓

Single-view Model X
1
o(CNN) 0.8843 0.6489 0.2923 0.3922

X
2
o(CNN) 0.8864 0.6667 0.3179 0.3633

X
3
o(CNN) 0.9129 0.6901 0.2983 0.3131

Double-view Model X
1
o + X

2
o(CNN+MMFA) 0.8968 0.6672 0.3057 0.3389

X
1
o + X

3
o(CNN+MMFA) 0.9147 0.6993 0.3605 0.3016

X
2
o + X

3
o(CNN+MMFA) 0.9167 0.6967 0.3662 0.2923

Triple-view Model X
1
o + X

2
o + X

3
o(CNN+MMFA) 0.9195 0.7104 0.3738 0.2803

Fig. 6 Parameter sensitivity analysis on the RNA-RBP dataset
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achieve a top-3 ranking within the designated value com-
bination. Therefore, for this AURA dataset, the optimal � 
is 10−3 and the optimal γ is 10−4.

Conclusion
In this research, we presented a multi-view multi-label 
approach to RNA-RBP interactions recognition that 
integrates RNA sequence, the amino acids sequences 
of RNA, and the dipeptides of RNA by utilizing fea-
ture attention allocation. Although the performance of 
the proposed model has improved, there are still some 
shortcomings and areas for further improvement in this 
study. For instance, the model did not utilize informa-
tion about RBPs, and did not consider the relationships 
among RBPs. Incorporating RBP information, includ-
ing sequence and structural details, and utilizing the 
similarity between RBPs to guide the training of the 
multi-label learning model may potentially further 
improve the model’s performance. Additionally, the 
dataset used in this study exhibits a significant imbal-
ance in the number of RNAs interacting with different 

RBPs, posing a typical issue of label imbalance. This 
imbalance can have a considerable impact on the 
learning and classification effectiveness of the model. 
Future research should explore methods to mitigate 
the effects of label imbalance on RNA-RBP interactions 
recognition.
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