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Abstract 

Deep learning achieves an outstanding success in the edge scene due to the appearance of lightweight neural 
network. However, a number of works show that these networks are vulnerable for adversarial examples, bringing 
security risks. The classical adversarial detection methods are used in white-box setting and show weak performances 
in black-box setting, like the edge scene. Inspired by the experimental results that different models give various pre-
dictions for the same adversarial example with a high probability, we propose a novel adversarial detection method 
called Ensemble-model Adversarial Detection Method (EADM). EADM defenses the prospective adversarial attack 
on edge devices by cloud monitoring, which deploys ensemble-model in the cloud and give the most possible 
label for each input copy received in the edge. The comparison experiment in the assumed edge scene with base-
line methods demonstrates the effect of EADM, with a higher defense success rate and a lower false positive rate 
by an ensemble-model consisted of five pretrained models. The additional ablation experiment explores the influence 
of different model combinations and adversarial trained models. Besides, the possibility about transfering our method 
to other fields is discussed, showing the transferability of our method across domains.
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Introduction
Deep learning achieves outstanding success in several 
fields due to increasing data quantity and quality in recent 
years [10, 11, 18, 27, 28, 45, 55]. It plays a role in multiple 
applications [40, 41, 49, 52, 56], e.g., autonomous driv-
ing [31], facial recognition [36] and fingerprint payment. 
The breakthroughs in hardware and algorithms facilitate 
the deployment of deep learning models on edge devices 
which own weak computing resource, accelerating the 
birth of edge computing [1, 2, 25, 32, 51]. One of the most 
critical deep learning technologies applying in edge com-
puting is the appearance of lightweight deep neural net-
work that contains a small number of parameters and has 

the close performance to big model in most tasks, e.g., 
MobieNet designed by Google. There are also some appli-
cations of deep learning in the edge computing. In the 
Computer Vision (CV), e.g., Vigil is a successful camera 
system which are deployed in the edge and has power-
ful functions such as searching for designated personnel 
intelligently. In the Natural Language Processing (NLP), a 
famous application is Siri, the voice assistant designed by 
Apple. The wake word is recognized by two deep learn-
ing networks. In the other hand, with the development of 
cloud service, it is common that users who need massive 
computing resource obtain deep learning services from 
the cloud, known as cloud computing [48].

However, a number of works demonstrate that 
deep neural networks are vulnerable for adversar-
ial examples [9, 16, 22, 33, 47, 54], which are crafted 
by adding the elaborate and imperceptible noise on 
benign images. The existence of adversarial exam-
ples reveal defects of neural networks, challenging the 
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trustworthiness and robustness of deep learning mod-
els. There is a more worrisome thing that the adver-
sarial examples crafted on source model can transfer to 
other models [29, 42, 44], known as transferability.

With the discovered transferability of adversarial 
examples, some dangerous safety issues occur under 
the edge scene [17, 20, 23]. For examples, due to the 
widespread use of MobileNet on edge devices, attack-
ers conduct malicious attack by swapping adversarial 
examples on pretrained MobileNet model which is 
released on the Internet. This lightweight model has 
a weak robustness and it is easy to attack such deep 
learning model successfully. Some facial recognition 
systems work based on neural networks and attackers 
can wear carefully designed hats or glasses which can 
mislead the systems to recognize them as designated 
individuals, causing property security issues.

Thus, it is necessary and meaningful to design a 
adversarial detection strategy which is suitable for the 
edge to protect the safety of the edge devices. To our 
best knowledge, the classical adversarial detection 
strategies that are proposed can be divided into three 
categories. The methods based on distribution statis-
tics utilize the property that adversarial examples have 
the different digital features with benign images. The 
methods based on feature learning remove unneces-
sary features from the input to reduce the probability 
of adversarial samples without compromising the accu-
racy of the classifier. The methods based on interme-
diate output train a specific detector with its input as 
the intermediate output of the input data. However, 
some detection methods are just tested on the white-
box attack setting while has weak performance on the 
black-box setting such as the edge scene.

Based on the phenomenon that it is challenging for 
attackers to achieve targeted attacks that require attack-
ers to mislead the victim model to the specify category, 
attackers are more likely to conduct no-targeted attacks if 
they need to ensure a high attack success rate. We argue 
that different models might output the diverse results for 
the most adversarial examples generated in untargeted 
attack methods and propose a novel adversarial detection 
method called Ensemble-model Adversarial Detection 
Method (EADM), which can significantly assist the edge 
devices in defending against adversarial attacks. The core 
theory of EADM is the robustness of different models, 
which means different models will give different results 
on adversarial examples. EADM first deploys multiple 
models in the cloud to give the most possible classification 
results for the input image. Then, the adversarial exam-
ple can be identified if the classification results are not 
same between the lightweight model in the edge and the 
ensemble-model in the cloud. The framework of EADM 
is shown in Fig 1. Compared with the classical adversar-
ial defense methods, our EADM has better performance 
than these methods in the edge scenarios, which can be 
demonstrated by the experimental results. In the other 
hand, EADM has no threshold to set while classical meth-
ods need to confirm it by conducting lots of experiments.

In the other hand, we discovered that there are still a 
small number of adversarial examples can mislead all test 
models to the same wrong classification, which may make 
our method ineffective. This is because the similarity of 
different model decision boundaries and poor robust-
ness of these models. To help improve the model robust-
ness, the adversarial training method is usually used [9]. 
By adding the adversarial examples to the train dataset, 
the models have stronger ability to defense adversarial 
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attacks. Thus, the models can be trained for different 
parameters through adversarial training.

Finally, we discuss the realizability of transfering our 
EADM to other field briefly, such as from CV to NLP. The 
difference between CV and NLP is that the processed 
data are changed to texts and the classifier is the emotion 
classification model in NLP. There are also several adver-
sarial attack methods which can apply in the text. Our 
EADM is still workable and detects adversarial examples 
by prediction difference.

In conclusion, our contributions are summarized as 
follows:

• We define an adversarial attack setting in the edge 
scene where the substitute model is the pretrained 
MobileNet and attackers use black-box adversarial 
attack algorithm.

• We study the outputs of the same adversarial exam-
ples in different models and propose an adversarial 
detection method, namely Ensemble-model Adver-
sarial Detection Method (EADM), which utilizes 
several models to give predictions and determine 
whether image is an adversarial example through 
prediction difference.

• We conduct a comparison experiment on ImageNet 
dataset, using two classical adversarial detection 
methods. The experimental results demonstrate the 
effectiveness of our proposed method. Compared 
with the baseline methods, EADM has a lower false 
positive rate and a higher defense success rate.

• We conduct ablation experiments to explore the 
effect of different model combinations and test the 
influence of models which are adversarial trained. We 
prove that the adversarial train method can address 
the disadvantages of pretrained models and improve 
the performance of EADM significantly.

• We discuss the possibility about transfering our 
EADM to other fields. We hope that the idea of our 
adversarial examples detection method can help 
deep learning models defense adversarial examples in 
more fields.

Related work
Deep learning in edge computing
For overcoming the challenges when deploying DNNs on 
edge devices, such as insufficient computing resource or 
memory space inadequate, the lightweight deep neural 
network named MobileNet is designed by Google and 
improved for several times, i.g. MobileNetV1, Mobile-
NetV2 and MobileNetV3.

MobileNetV1 [14] is based on depthwise separable 
convolutions which is a form of factorized convolutions 
that factorize a standard convolution into a depthwise 

convolution and a 1 × 1 convolution called a pointwise 
convolution. Besides, MobileNetV1 introduces two 
hype-parameters to build the models that has smaller 
capacity and less latency in certain tasks, where the first 
hype-parameter width multiplier α aim to make models 
thinner and the second hype-parameter resolution mul-
tiplier ρ can reduce representation. The experimental 
results show that the accuracy rate of MobileNetV1 on 
ImageNet is just 0.9% lower than VGG16 but the size of 
model parameters is 1/32 of VGG16.

There are still some disadvantages about MobileNetV1. 
Firstly, it use the simple structure like VGG net which has 
low cost performance. Secondly, its depthwise convolu-
tion usually causes activation of 0 and lead to the problem 
of failed training with ReLu activation function. Inspired 
by ResNet, MobileNetV2 [35] introduces inverted resid-
ual to improve the architecture. The first 1 × 1 convolu-
tion layer of inverted residual is aim to expand channels 
and the last 1 × 1 convolution layer is designed to reduce 
channels. The middle 3 × 3 convolution layer is changed 
to depthwise separable convolution with ReLu6 activa-
tion function. Besides, The last 1 × 1 convolution layer 
replace ReLu function with the linear activation function, 
which called linear bottleneck. This is because ReLU will 
destroy low dimensional features and the output of last 1 
× 1 convolution layer is just low dimensional.

In order to achieve the more accuracy and lower 
latency, two novel networks based on the improvement of 
MobileNetV2 are proposed, which called MobileNetV3-
Large and MobileNetV3-Small [15]. The difference 
between these two models is the parameter size. Users 
can choose the suitable model according to their needs 
and resource. MobileNetV3 model has several modifica-
tions based on its predecessor. First, MobileNetV3 add 
the Squeeze-and-Excitation(SE) module which has sig-
nificant performance improvements with minimal com-
putational costs. Second, MobileNetV3 modifies sigmoid 
function and swish activation function to h-sigmoid and 
h-swich which accelerate forward propagation and deri-
vation. Third, MobileNetV3 redesigns the layers that cost 
time by reducing the number of convolutions and sim-
plify last stage.

Adversarial attack in the edge
According to the knowledge attackers own about the 
victim model, the adversarial attacks can be divided into 
two categories: white-box attacks and black-box attacks. 
When deep learning networks are deployed on the edge 
devices, it is a setting like white-box, where attackers 
have the whole knowledge about the deployed models. 
However, in most scenes, attackers have no access to 
obtain the model information, known as black-box set-
ting. To conduct black-box attack, attackers can utilize 
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the transferability of adversarial examples, generating 
adversarial examples from a local surrogate model.

The adversarial attack settings under edge scene are 
that attackers obtain the model on the edge device and 
conduct white-box attack or the attackers use the black-
box attack methods, crafting adversarial examples on the 
lightweight model deployed on edge devices and attack 
the models in the edge. Below are some adversarial attack 
methods that can be applied under the edge scene.

Fast Gradient Sign Method (FGSM) [9] is the first 
white-box attack method which utilizes the gradient 
information to generate adversarial examples. FGSM 
obtains the gradient of the input image by back propa-
gation algorithm and makes noise which has the same 
direction with computed gradient. The operation about 
disturbance addition is only executed once which may 
lead to poor attack performance. Iterative Fast Gradi-
ent Sign Method (I-FGSM) [21] is an iterative version of 
FGSM. It decomposes the total noise into multiple small 
noise and add divided noise to image in each iteration.

Although the white-box attack performance of I-FGSM 
is outstanding with nearly 100 % attack success rate, 
when the white-box adversarial examples are tested on 
other networks with different architecture and parame-
ters, they achieve the poor black-box attack performance. 
Researchers infer that the main reason for such phenom-
enon is that the white-box adversarial examples are over-
fitting for the source model and it is necessary to alleviate 
the overfitting problem and improve transferability when 
conducting black-box attack, e.g., attacking the cloud 
models.

Lots of methods are proposed to boost the transfer-
ability in black-box attacks. Momentum Iterative Fast 
Gradient Sign Method (MI-FGSM) [4] is one of the most 
classical attack methods which introduce the momentum 
to optimize the search process of adversarial examples, 
escaping from poor local minima. MI-FGSM can be also 
integrated with other black-box attack methods, achiev-
ing a higher attack success rate.

Besides the momentum-based methods, some attacks 
improve the transferability by input transformation. 
Diverse Input Method (DIM) [46] is the first method 
which utilize input transformation to improve transfer-
ability. In each iteration, DIM has a probability to con-
duct input transformation on the input image.The input 
transformation first resizes the input image to a random 
size then expand it to a preset size by randomly filling 
pixels. Translation-Invariant Method (TIM) [5] uses a 
set of translated images to optimize adversarial exam-
ples. In order to reduce computation complexity, TIM 
apply convolution kernel to convolve the gradient of the 
input image based on the translation-invariant property 
of DNNs. Scale-Invariant Method (SIM) [26] calculates 

the gradient by several scaled images. Because of the 
assumed scale-invariant property of DNNs, SIM uses 
scaling transformation which is a type of exponential 
scaling function to change input image. Admix [43] first 
randomly choose several images from other categories 
and mix input image with them by an addition strategy. 
Then Admix keeps the rule of SIM, uses the same scaling 
function to craft mixed images.

Adversarial detection method
According to the main idea applied in adversarial detec-
tion methods, the common detection methods can be 
divide into three categories, i.e. distribution statistics, 
feature learning and intermediate output.

The methods based on distribution statistics detect 
adversarial example by checking the distribution of out-
put. Kullback-Leibler (KL) divergence [12] is usually used 
to measure the degree of dispersion between two prob-
ability distributions. The greater the difference in distri-
bution, the greater the KL divergence is. In deep neural 
networks, there is a significant difference in the softmax 
output between adversarial example and clean image 
where the difference can be computed with KL diver-
gence. This method is relatively easy to implement, but 
its effectiveness depends on the setting of hyper-parame-
ter thresholds. There is also a high probability to a higher 
false positive rate.

The methods based on feature learning remove unnec-
essary features from the input to reduce the probability of 
adversarial samples without compromising the accuracy 
of the classifier. Principal Components Analysis (PCA) 
[12] method reduces the feature dimension of input 
image and learning the knowledge from low dimension 
data. The experimental results indicate that the adversar-
ial example is different with origin image after dimension 
reduction so PCA can help detect adversarial examples. 
Feature Squeezing (FS) [50] method use the different 
features of adversarial examples and original image to 
detect adversarial examples. FS compares the difference 
between the input image and the feature compressed 
image, identifying the adversarial example when the dif-
ference is bigger or smaller than threshold. The common 
measures used in FS are color depth compression and 
feature smoothing. Color depth compression method 
works by an operation combination composed of mul-
tiplication, rounding and division. Feature smoothing 
method apply median filtering or other smoothing ways 
for input image. Although there is no difficulty to imple-
ment these methods, PCA and FS have the hyper-param-
eter thresholds that are difficult to set.

The methods based on intermediate output train a spe-
cific detector with its input as the intermediate output of 
the input data. Input refactoring method [12] obtain the 
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intermediate output as the input of refactoring network. 
The clean image can be recovered easily but the image 
restored from the adversarial example will be irregular 
and fuzzy. Adversarial Detection Network [30] method 
treats adversarial detection tasks as a binary classification 
problem and train a model which is trained on a dataset 
consist of the intermediate outputs of clean images and 
adversarial examples. These methods rely on the network 
training and have significant differences in effectiveness, 
which is both an advantage and a disadvantage.

Methodology
In this section, we will first define the notations used 
for adversarial attacking in the edge scene. Then, we 
state our motivation from solving the existing questions 
by conducting experiments. Finally, we introduce our 
Ensemble-model Adversarial Detection Method (EADM) 
and provide an illustration and an algorithm for a better 
understanding for our proposed method.

Problem settings
In the edge scene, attackers are in the edge and the task 
of attackers is to mislead the deep neural network on the 
edge devices while the model is usually the MobileNet. 
There are two tasks for the defense system deployed in 
the edge while the first is to accept the clean or natural 
images and give the right predictions, which means a 
low positive rate, and the second task is to defense the 
adversarial examples, including closing the Application 
Programming Interface(API) for the users who input 
suspicious images when system detects the adversarial 
examples or giving the true model prediction for input, 
which means a failed attack for attackers. The six attack 
and defense situations that will happen in the edge scene 
are shown in Table 1.

Motivation
There are a large number of works which show that tar-
geted attacks are more difficult to conduct than untar-
geted attacks in black-box setting where the targeted 

attacks require attackers to mislead the model prediction 
to a prescribed category and untargeted attacks just make 
deep learning model having a wrong classification. So 
attackers are more likely to choose untargeted approach 
when they have a plan to conduct adversarial attack.

However, there is a question: whether the misclassi-
fication labels are the same when adversarial example 
attack successfully on two or more networks in untargeted 
attacks? To solve this problem, we conduct adversarial 
attack experiment on MobileNetV3-Small (Mobile-
NetV3) [15] with 1000 images. In the experiment, we use 
SIM [26] and Admix [43] to generate adversarial exam-
ples where they are the state of the art black-box attack 
methods and test their attack performance on the dif-
ferent pairwise combinations of five pretrained models, 
i.e. Inception-v3 (Inc-v3) [39], VGG16 [37], ResNet50 
(Res50) [13], Inception-v4 (Inc-v4) and Inception-
ResNet-v2 (IncRes-v2) [38]. Before this experiment, we 
compute the classification accuracy on each model first. 
Results are shown in Table 2.

The experimental results about attacking pairwise 
combinations of models are shown in Table  3. We can 
observe that the examples which models give different 
predictions account for the majority proportion of adver-
sarial examples in untargered attack. The different attack 
methods and distinct model combinations have few 
influence on such tendency.

Another question is that what may cause that multiple 
models give an unknown input image different predictions? 
Thanks to above experimental results, excluding the rea-
sons for the low classification accuracy of the model itself, 
we speculate that the most possible answer for the prob-
lem might be that the unknown input image is an adver-
sarial example. Based on this assumption, we realize that 
we can utilize several models to detect adversarial exam-
ple through collecting ensemble-model predictions and 
checking the difference. Figure 2 can help understand our 
motivation for the method that we propose next.

In the cloud, a large number of deep learning mod-
els can be deployed because of its abundant computing 
resource. Thus, the cloud can monitor the edge and help 
edge devices defense adversarial attacks.

Table 1 The situations that will happen on edge devices

Examples in the 
Edge

API on 
Edge 
Device

Model Prediction Type

Clean Open True Normal

Open False Normal

Close None False Positive

Adversarial Open True Failed Attack

Open False Successful Attack

Close None Failed Attack

Table 2 The classification accuracy for clean images and 
adversarial examples generated by black-box attack methods 
on five pretrained models. The black-box attack are based on 
MI-FGSM

Attack Inc-v3 VGG16 Res50 Inc-v4 IncRes-v2

Clean 98.9% 90.8% 95.6% 99.7% 99.0%

SIM 44.0% 21.9% 33.9% 46.6% 51.4%

Admix 38.0% 16.3% 29.7% 42.5% 48.4%
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Fig. 2 Illustration of the phenomenon that we observe from the experiments and the motivation for our method

Table 3 The experimental results about attacking pairwise combinations of five pretrained models. The attacks are based on 
MI-FGSM. The value of adversarial examples is represents the number of images that are able to mislead the two models at the same 
time. The last two columns in the table represents the amount of images which two models give the same predictions and different 
predictions

Attack Inc-v3 VGG16 Res50 Inc-v4 IncRes-v2 Adversarial 
Examples

Same Predictions Different 
Predictions

SIM � � 516 131 385

� � 490 148 342

� � 447 154 293

� � 413 144 269

� � 620 183 437

� � 493 120 373

� � 457 110 347

� � 465 135 330

� � 434 132 302

� � 411 148 263

Admix � � 588 136 452

� � 548 162 386

� � 492 150 342

� � 460 163 297

� � 677 196 481

� � 553 125 428

� � 496 93 403

� � 519 143 376

� � 477 138 339

� � 450 156 294
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Ensemble-model adversarial detection method
To help prevent the edge devices from adversarial attacks, 
we propose a novel adversarial detection method called 
Ensemble-model Adversarial Detection Method (EADM), 
which works by deploying multiply models in the cloud 
and detects adversarial examples by prediction compa-
ration. Considering EADM as a function F which returns 
whether the input is an adversarial example, the formulaic 
description of our proposed method is shown in Eq. (1):

where x is the input image while f(x) is the output of the 
lightweight model f in the edge and g(x) is the most possi-
ble label that is the result of the ensemble-model g in the 
cloud. The return value equals true means that EADM 
determines that the input is an adversarial example.

Then we give the detailed calculation way of g(x). We 
define that g is an ensemble-model consisted of n models 
and gi represents the model of number i. The value of g(x) 
can be calculated as Eq.(2) when n is set to 3. When n is 
set a different number, g(x) can be computed similarly.

Algorithm 1 Ensemble-model Adversarial Detection Method

The general description of EADM is summarized in 
Algorithm  1. The EADM algorithm needs a set of clas-
sifiers and their corresponding model parameters. The 
tested input is an unknown image. For each input image, 
the lightweight classifier output its result while other clas-
sifiers give their predictions. Then the most possible label 
is computed. If the situation that there is a different predic-
tion happens, the input image is masked as an adversarial 
example.

(1)F(x, f , g) =
True, if f (x) �= g(x)
False, if f (x) = g(x),

(2)g(x) =







g1(x), if g1(x) = g2(x) or g1(x) = g3(x)
g2(x), if g1(x) �= g2(x) and g2(x) = g3(x)
g1(x), if g1(x) �= g2(x) and g2(x) �= g3(x) and g1(x) �= g3(x)

For helping understand the workflow of EADM in 
practical edge scenarios, the structure of our method is 
exhibited in Fig. 3. EADM deploys multiply deep neural 
models in the cloud. When the edge device received an 
image from an user, the lightweight deep neural network 
on the edge device gives its prediction as p and sends a 
copy of input image to the cloud at the same time. Then 
all models in the cloud give their predictions. Later, 
EADM collect the model predictions and compute the 
most possible label. If p is the same as most possible 
label, EADM believe it a clean image and give the model 
output, otherwise, EADM regard input as an adversarial 
example and the edge marks the user as an attacker.

Experiments
In this section, we conduct experiments to verify the 
effectiveness of our proposed method in an assumed 
edge scene. First, we specify the setup of experiments. 
Then we report the results about the baseline methods 
and our EADM. Finally, we do ablation study to explore 
the the role of different model combinations and adver-
sarial trained models.

Experiment setting
Dataset. The attackers in the edge choose 1000 images 
from ILSVRC 2012 validation set [34] to generate adver-
sarial examples, which are provided by Lin et  al. [26]. 
Attackers send the 1000 clean images and 1000 adversar-
ial examples to the edge devices.

Baselines. We choose two detection methods to our 
baseline methods, i.e. Kullback-Leibler (KL) method and 
Feature Squeezing (FS) method.

Models. The model in the edge is fine-tuned Mobile-
NetV3-Small (MobileNetV3) [15], The ensemble-model 
in the cloud are consisted of five pretrained models, 
i.e. Inception-v3 (Inc-v3) [39], VGG16 [37], ResNet50 
(Res50) [13], Inception-v4 (Inc-v4) and Inception-
ResNet-v2 (IncRes-v2) [38]. We use SIM [26] and Admix 
[43] to generate adversarial examples on pretrained 
MobileNetV3. All these models can be found in1 and2.

Metric. There are two metrics to help evaluate the per-
formance of methods. For clean images, the false positive 
(FP) rate is to estimate how much the method mistakes 
for adversarial examples. The lower FP is better. For 

1 https:// github. com/ Cadene/ pretr ained- models. pytor ch
2 https:// github. com/ pytor ch/ vision/ tree/ main/ torch vision

https://github.com/Cadene/pretrained-models.pytorch
https://github.com/pytorch/vision/tree/main/torchvision
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adversarial examples, the defense success rate (DSR) is to 
evaluate the effect of methods. The higher DSR is better.

Experiment result
The experimental results are shown in Tables 4 and 5. We 
find that our proposed EADM has the highest defense 
success rate in the all three methods. Besides, EADM 
has a low false positive rate, which means it may not 
mislead the clean images to adversarial examples. The 
two baseline methods have the poor performance in the 

experiment. We guess that there are two reasons for this 
phenomenon. The first reason is that the model is fine-
tuned which means a lower generalization while the sec-
ond reason is that the test is on the black-box setting and 
such methods are invalid in this setting.

Another observed phenomenon is that when imple-
menting more aggressive adversarial attacks, namely 
Admix, KL performs better while FS and our method 
have lower success rates in defense. For KL, we hold a 
viewpoint that the adversarial examples generated by 
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Fig. 3 Illustration of Ensemble-model Adversarial Detection Method (EADM)

Table 4 The false positive rate (FP) and the defense success rate 
(DSR) against the adversarial examples crated on MobileNetV3 by 
SIM attack method. The attacks are based on MI-FGSM

Method Threshold FP DSR

KL 5.204 1.0% 0.1%

7.326 5.0% 1.4%

8.124 10.0% 2.3%

9.180 20.0% 3.7%

FS 14.614 1.0% 1.7%

11.266 5.0% 5.7%

10.254 10.0% 8.7%

8.333 20.0% 19.9%

EADM (ours) � 0.2% 91.4%

Table 5 The false positive rate (FP) and the defense success rate 
(DSR) against the adversarial examples crated on MobileNetV3 by 
Admix attack method. The attacks are based on MI-FGSM

Method Threshold FP DSR

KL 5.204 1.0% 1.6%

7.326 5.0% 4.7%

8.124 10.0% 7.1%

9.180 20.0% 10.2%

FS 14.614 1.0% 0.3%

11.266 5.0% 1.6%

10.254 10.0% 3.3%

8.333 20.0% 8.6%

EADM (ours) � 0.2% 87.9%
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Admix will lead to larger differences in KL divergence, 
making it easier to identify. For FS, we assume that 
Admix disrupts higher dimensional features of the image, 
which FS cannot find. For our method, we believe that 
the majority of models in the ensemble-model give con-
sistent erroneous results for the adversarial examples 
generated by Admix, which happens to be the same as 
the network in the edge.

We also observed that EADM can not recognize 
all adversarial examples successfully, thus we guess 
that higher success rates in adversarial defense can be 
achieved through adversarial training or removing the 
less robust models from the ensemble-model.

Ablation study
Adversarial trained models vs. Pretrained models. The 
adversarial train method is usually used to improve the 
robustness of deep neural model. We retrain the five pre-
trained models on a dataset consisted of original images 
and the adversarial examples that are crated on Mobile-
NetV3 by MI-FGSM.

The results are shown in Figs. 4 and 5. Compared with 
the pretrained models, the ensemble-model consisted 
of adversarial trained models classify the clean images 
almost correctly, which means a very low false posi-
tive rate. Because of the improvement of robustness, the 
defense success rate is higher than the pretrained models.

The number of adversarial trained models in 
ensemble-model. Because of the high cost of adversarial 

training, it is necessary to study the balance between the 
number of pretrained models and the number of adver-
sarial trained models. We first replace one pretrained 
model to adversarial model and then increase the num-
ber of adversarial models till five. The order of replac-
ing models is based on the accuracy for Admix method, 
from low to high, shown in Table  2. from low to high. 
The results are shown in Figs.  6 and  7. Along with the 
increase of the number of adversarial trained models 
in ensemble-model, the defense success rate becomes 
higher. However, we need to make trade-offs because we 
find that DSR has a lower improvement when the num-
ber of adversarial trained models is a big value.

The transferability of Ensemble-model Adversarial 
Detection Method
In the prior context, we introduce the detail of our 
EADM. However, the data are just images, which means 
EADM is limited to Computer Vision (CV). In Natu-
ral Language Processing (NLP), when the data are texts, 
there is a need to make some adjustments to EADM. 
Table 6 shows the difference of EADM between CV and 
NLP. If researchers are familiar with CV and NLP at 
the same time and focus on the adversarial attack and 
defense, they are able to deploy our EADM in NLP with a 
low cost easily.

To better demonstrate the transferability of EADM, 
we give an example about the application of our method 
in electricity scenario, which is a common scene in edge 

Fig. 4 The average defense success rate (ADSR) of various model combinations against the adversarial examples crated on MobileNetV3 by SIM 
attack method
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computing. In such scene, the data is control instruction 
that belongs to text. The control instruction will be modi-
fied maliciously by attackers who use attack methods 
such as TextFool. For this falsified instruction, the model 
on the edge device gives an incorrect classification. 
Firstly, the edge copies the control instruction and sends 

to the cloud. Secondly, the big model in the cloud gives 
the most possible label for the sent instruction. Finally, 
the attack is detected if there is a difference between the 
output in the edge and the most possible label. The edge 
is able to implement the corresponding defense strategy 
according to the result of detection.

Fig. 5 The average defense success rate (ADSR) of various model combinations against the adversarial examples crated on MobileNetV3 by Admix 
attack method

Fig. 6 The defense success rate (DSR) of number of adversarial trained models in ensemble-model against the adversarial examples crated 
on MobileNetV3 by SIM attack method
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Conclusion
In this paper, we propose a novel adversarial detec-
tion method, namely Ensemble-model Adversarial 
Detection Method (EADM). EADM helps the edge 
devices defense the adversarial attacks with the cloud 
monitoring, working by the ensemble-model giv-
ing the most possible label for the input that received 
on edge devices. The adversarial example is detected 
when the edge output is different from the most pos-
sible label. The results of the comparison experiment 
demonstrate the effectiveness of our EADM. We also 
introduce the way to transfer our method into other 
fields, such as NLP. However, we think that our pro-
posed EADM may be limited by the the model with the 
worst robustness in the ensemble-model and we sug-
gest that using more advanced models such as Vision 
Transformer in ensemble-model to enhance the sta-
bility of EADM. Researchers can focus on exploring 
the more suitable model combinations to get the best 

performance of EADM. We hope that our adversarial 
detection method can be applied in the edge scenes 
that using neural networks in industry. In the future, 
we attempt to study more feasible methods to detect 
and defense adversarial attacks happened on the edge 
devices.
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Table 6 The difference of EADM between CV and NLP
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