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Abstract 

Social networks are popular for advertising, idea sharing, and opinion formation. Due to COVID-19, coronavirus 
information disseminated on social media affects people’s lives directly. Individuals sometimes managed it well, but it 
often hampered daily activities. As a result, analyzing people’s feelings is important. Sentiment analysis identifies 
opinions or sentiments from text. In this paper, we present an effective model that leverages the benefits of Con-
volutional Neural Network (CNN) and Bidirectional Long Short-Term Memory (BiLSTM) to categorize Arabic tweets 
using a stacked ensemble learning model. First, the tweets are represented as vectors using a word embedding 
model, then the text feature is extracted by CNN, and finally the context information of the text is acquired by BiLSTM. 
Aravec, FastText, and ArWordVec are employed separately to assess the impact of the word embedding on the our 
model. We also compare the proposed method to various deep learning models: CNN, LSTM, and BiLSTM. Experi-
ments are performed on three different Arabic datasets related to COVID-19 and vaccines. Empirical findings show 
that the proposed model outperformed the other models’ results by achieving F-measures of 76.76%, 87.%, and 80.5% 
on the SenWave, AraCOVID19-SSD, and ArCovidVac datasets, respectively.
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Introduction
Due to the proliferation of coronavirus, the globe has 
been in an extremely terrible situation. The perpetual 
COVID-19 pandemic is one of the main crises of the 
twenty-first century. This pandemic has had an extraordi-
nary effect on people, both implicitly and explicitly. Peo-
ple are totally reliant on the Internet for activities, such 
as working from home, and everyone views the corona-
virus-related content that flows on social media. Indi-
viduals can express their opinions and reviews broadly 

through social media sites, like Facebook, Twitter, and 
Instagram, as well as blogs, review websites, and news 
websites. Twitter is one of the most effective platforms 
for understanding user behavior. Twitter has 229 mil-
lion active users who post publicly every day1. Analyz-
ing tweets during and after the coronavirus pandemic 
might be worthwhile because the condition and people’s 
emotions change at every moment throughout this vital 
period. The reason for this study is to look at how peo-
ple’s feelings and worries about COVID-19 have changed 
from the start of the pandemic to the present day.

At the present moment, sentiment analysis is regarded 
as one of the most rapidly developing fields of research *Correspondence:
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inspired by social media platforms. Sentiment analysis is 
the method of analyzing emotions, opinions , evaluations, 
and attitudes [1]. Numerous researchers have produced 
high-quality work in the task of sentiment analysis for 
English. On the other hand, the amount of effort devoted 
to sentiment analysis for Arabic is quite restricted 
because of the intricacy of the Arabic language’s orthog-
raphy and morphology. Arabic has more dialects than 
English, thus increasing the difficulty and complexity of 
sentiment analysis, especially when working with noisy, 
unstructured data from social media. Furthermore, there 
has been a rise in the quantity of Arabic content on the 
internet, particularly on social networking platforms. 
Additionally, the availability of accurate preprocessing 
tools for Arabic is another current limitation, along with 
the limited research available in this area. As a result, 
manually extracting information from the vast amount 
of online data is a time-consuming and costly task. It 
also obstructs the process of making the right decision. 
Therefore, our research focuses on improving the accu-
racy of the algorithm for classifying Arabic opinions and 
reducing the human effort required to analyze the text. 
Several approaches have been developed to handle senti-
ment analysis and opinion mining challenges in Arabic, 
such machine learning, lexicon, and hybrid approach. 
Deep learning approaches have been demonstrated to be 
superior to other machine learning techniques in terms 
of achieving greater performance in the sentiment analy-
sis task [2]. Single classifiers have shortcomings and are 
incapable of achieving superior classification results 
[3]. As a way to improve results and effectively improve 
accuracy, ensemble learning has been used extensively 
in a variety of fields [4–6]. Ensemble techniques com-
bine two different or more of the approaches that are 
available. Compared to stand-alone techniques, ensem-
ble approaches give better generalization and improved 
performance, such as bagging, boosting, stacking, etc. 
[3]. In this study, we are concerned with Arabic senti-
ment analysis at the sentence level. Specifically, we intend 
to categorize tweets about COVID-19 in order to iden-
tify people’s stances on this issue and evaluate the polar-
ity of the tweets, determining whether they are positive, 
neutral, or negative. Recurrent Neural Network (RNN) 
is a sort of deep learning model that is efficient at learn-
ing sequential models but incapable of extracting local 
features in a parallel manner. RNN becomes a method 
that complements CNN due to its ability to maintain 
information sequences across time. There are several 
challenges with RNN, including vanishing problems 
and gradient exploding [7]. Due to these issues, training 
RNNs for long-distance correlation in a series is chal-
lenging. BiLSTM is an RNN model that incorporates 
two LSTM directions to enhance the network’s contexts. 

BiLSTM has both backward and forward hidden layers, 
which gives the network access to the context of the pre-
vious and next sequences [8]. On the other hand, text is 
often represented as vectors in a high-dimensional space. 
When BiLSTM pulls contextual data from the features, it 
is unable to prioritize the most important information. 
Unlike BiLSTM, CNN employs a convolutional layer to 
extract vector features and minimize their dimension. In 
the current work, the proposed model solves the afore-
mentioned issue and takes advantage of both models by 
proposing an ensemble deep learning model for Ara-
bic text classification utilizing CNN and three BiLSTM. 
The model is trained and assessed using three datasets 
regarding COVID-19: SenWave, AraCOVID19-SSD, and 
ArCovidVac datasets. For word embedding, the Ara-
vec, FastText, and ArWordVec embedding models were 
utilized. The proposed model is evaluated in terms of 
recall, precision, F-measure, and Area Under the Curve 
Receiver Operating Characteristics (AUC-ROC). The 
experimental outcomes demonstrated that our suggested 
model outperformed competing models.

A summary of the paper’s key contributions is as 
follows:

• Analyze the performance of multiple deep learning 
models for Arabic sentiment analysis based on dis-
tinct network architectures, such as CNN, LSTM, 
and BiLSTM.

• Develop an effective ensemble deep learning archi-
tecture that combines CNN and stacked-BiLSTM to 
improve the performance of Arabic classification.

• Study the influence of static word embeddings, such 
as AraVec, FastText, and ArWordVec, on the pro-
posed model.

• Carry out hyperparameter tuning in order to deter-
mine which parameters should be used in order to 
achieve optimal performance.

• Conduct extensive experiments utilizing three pub-
lic benchmark datasets for Arabic text classification 
tasks in the context of COVID-19 to verify that the 
presented architecture significantly surpasses the 
individual deep learning models.

The remainder of the paper is structured as follows: 
Related works section offers an overview of recent research 
on Arabic sentiment analysis based on deep learning and 
ensemble models; Research methodology section explains 
the specifics of the proposed model architecture, includ-
ing methods used to clean the text in the dataset, the word 
embedding to represent the dataset, and several deep 
learning models for classification with implementation 
details. Experimental setup section goes into detail about 
the experiments and how they turned out. Conclusion and 
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future work section concludes and summarizes the paper 
and suggests future research.

Related works
This section discusses the current research on Arabic 
sentiment analysis approaches with an emphasis on deep 
learning and ensemble methods. A summary of previous 
research is illustrated in Table 1.

Deep learning approaches in Arabic sentiment analysis
Deep learning is an attractive alternative to traditional 
machine learning techniques. It has demonstrated out-
standing performance on huge datasets across several 
NLP tasks, including sentiment classification. For exam-
ple, a study in [9] used Gulf, Iraqi, Egyptian, and Levan-
tine dialect sentences to study four deep learning 
networks for predicting sentiment polarity, including 
LSTM; CNN; BiLSTM; and (CLSTM). A subset of the 
Arabic Online Commentary (AOC) [18] dataset was used 
to evaluate the four deep learning classifiers. The LSTM 
achieved the highest overall accuracy result out of all 
other classifiers, scoring 71.4% across the board for all 
three of the selected dialects combined.Deep Neural Net-
work (DNN) was applied to perform Arabic sentiment 
analysis in [10]. The authors’ classification model for Ara-
bic tweets consists of eight layers. The sentiment of each 
tweet is determined by utilizing a lexicon to take the sen-
timent words out from the tweet and then totaling their 
polarity. They gathered data from Twitter regarding 
sports and the Egyptian stock exchange. The testing 
results indicate that DNN has values of 90.22% accuracy, 
90.9% recall, 90.5% precision, and 90.6% F-measure. Ara-
bic microblog sentiment analysis was studied by [5] 
investigated diverse CNN and LSTM techniques for uti-
lizing six models: CNN, LSTM, three-stacked LSTM lay-
ers, CNN with LSTM, and two LSTMs combined with 
summation, concatenation, and multiplication. Four 

evaluation metrics were used to evaluate these 
approaches: precision, recall, accuracy, and F1 score. 
Arabic Sentiment Tweets Dataset (ASTD) [19] and ArT-
witter [20] were utilized as benchmark Arabic tweet 
datasets. With both a static and a dynamic initialization 
for Skip-gram (SG) and Continuous Bag-of-Words 
(CBOW) word embedding, The analyzed models utilized 
Word2vec as an input. The LSTM performed far better 
than the CNN in the experiments that were conducted. It 
was also found that dynamic models with coupled LSTM 
architectures performed better than the other models, 
especially when two LSTMs were merged with concate-
nation for the ArTwitter dataset and with SG word 
embeddings. he scores were 87.36% for precision, 87.27% 
for recall, 87.28% for F-measure, and 87.27% for accuracy. 
On the other hand, the same architecture used for the 
ArTwitter dataset with CBOW embedding got an accu-
racy, F-measure, recall, and precision were 
86.45%,86.45%,86.45%, and 86.46% respectively. [11] 
examined learning algorithms for Arabic sentiment anal-
ysis by combining CNN and LSTM, and contrasting them 
with another combination of BiLSTM and LSTM. The 
authors utilized three Arabic datasets: ASTD, Shami-
Senti, and the Large-Scale Arabic Book Reviews Dataset 
(LABR) [21], which had varying sizes and dialects. Using 
Shami-Senti, the model’s binary classification accuracy 
was 93.5% and its three-way classification accuracy was 
76.4%. When it came to ASTD, the accuracy reached 
85.58% for binary classification and 68.62% for three-way 
classification. Soufan [22] conducted both binary class 
and multiclass sentiment classification tasks for the Ara-
bic language using five different methods, including sup-
port vector machine, multinomial Naive Bayes,word-level 
CNNs, LSTM, and char-level CNN models. Five binary 
datasets were used for the binary class classification task 
(ArTwitter, QRCI, ASTD, LABR, and Comb.). SemE-
val-2017 Task4 Sub-TaskA was what they worked on for 

Table 1 A review of related works

Reference Model Dataset

[9] LSTM; CNN; BiLSTM; and (CLSTM) Arabic Online Commentary

[10] DNN Sports and the Egyptian stock exchange

[5] CNN and LSTM ASTD and ArTwitter

[11] CNN, LSTM, and BiLSTM ASTD, Shami-Senti, and LABR

[12] LSTM twelve Arab nations in four regions

[13] CNN Algerian comments

[14] LSTM AraSenTi

[15] LSTM, CNN, and Recurrent CNN Arabic Twitter corpus

[4] CNN, LSTM, and ensemble model ASTD

[16] Ensemble Syria Tweets

[17] Ensemble SemEval 2018
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the multiclass classification task. For SemEval, the CNN-
Word architecture got 50.1% accuracy, which was the 
highest of any model in the SemEval task. The machine 
learning methods are more accurate than the other meth-
ods when it comes to binary classification. A deep learn-
ing framework proposed by [12] identified the polarity of 
tweets in a 5-scale classification that spans from 
extremely positive to extremely negative. They collected a 
total of about 470 thousand tweets from twelve Arab 
nations in four regions (North Africa, Egypt, the Levant, 
and the Arab Gulf ). The proposed deep learning model 
architecture is made up of an embedding layer and an 
LSTM layer. The skip-gram model from a pre-trained 
Word2Vec is used as word embeddings. The authors test 
how well their model works on different morphological 
forms (stem and lemma). For Egyptian tweets and lem-
matizations, they received 70% accuracy, while for UAE 
tweets, they retrieved an accuracy of 63.7%. A framework 
for analyzing how Algerians feel about comments on the 
Facebook pages of different Algerian brands is proposed 
by [13]. The authors collected 100 thousand Algerian 
comments, but they only labeled 25 thousand of them as 
positive, negative, or neutral. Feature extraction and 
transformation are both accomplished using a CNN. To 
identify the sentiment of a comment, their model is com-
posed of three types of layers: three CNN layers, which 
each have three kernel sizes and fifty filters, pooling lay-
ers, and fully connected layers. An 89.5% accuracy rate is 
achieved by the model they have developed. According to 
[14], LSTM was used to explore the impact of several 
pre-trained word embedding approaches on the model’s 
accuracy by classifying Arabic texts using FastText, Ara-
bicNews, and AraVec as word embedding. They evalu-
ated the proposed framework for three classes: positive, 
neutral, and negative, using an AraSenTi dataset from 
[23]. At first, the model did some preprocessing steps on 
the AraSenTi tweet datasets. After that, vectors for each 
word in the tweets were constructed using one of the 
three pre-trained word embeddings. In order to identify 
if a tweet was positive, neutral, or negative, the embed-
ding was passed to an LSTM layer with a 128-dimen-
sional hidden state. Compared to ArabicNews (91%) and 
AraVec (88%), FastText has the highest accuracy (93.5%). 
While the dataset is split evenly into three classes, the 
low F1 score (40% for AraVec, 43% for ArabicNews, and 
41% for Fast-Text) indicates both poor precision and poor 
recall. Another work was proposed in [15] to categorize 
tweets in the Arabic Twitter corpus [24]. They applied 
three different deep learning models: LSTM, CNN, and 
Recurrent CNN. The results of the experiments show 
that LSTM performs better than CNN and Recurrent 
CNN, with an average accuracy of 81.31%. LSTM 

accuracy is improved by 8.3% when data augmentation is 
used on the corpus. Study [25] used LSTM, Bi-LSTM, 
Gated Recurrent Unit (GRU), and Bidirectional-GRU, 
with different modes (summation, concatenation, average 
of outputs, and multiplication) for emoji-based tweets to 
detect sentiment polarity and compared these models 
with deep neural networks and baseline machine learn-
ing classifiers, such as Stochastic Gradient Descent 
(SGD), Gaussian naive Bayes, Support Vector Machine 
(SVM), K-nearest neighbor, and decision tree classifiers. 
These models used a set of 843 Arabic microblogs with 
emojis from different resources, such as the ASTD, ArT-
witter, QCRI [26], Syria, and SemEval-2017 Task 4 Sub-
task A [27]; in addition, data were scraped from YouTube 
and Twitter and were manually annotated. They identi-
fied emojis in the data set using the Emoji Sentiment 
Ranking lexicon. The results showed that the GRU and 
LSTM models outperformed the other models signifi-
cantly. In particular, the bidirectional GRU outperformed 
the Bi-LSTM, with an accuracy of 78.71% and an F1 score 
of 78.76%. Moreover, [28] proposed a method to build a 
deep learning model for multilabel emotion classification 
in Arabic tweets using the SemEval2018 Task1 dataset. 
The model implemented a novel multilayer bidirectional 
BiLSTM trained on top of pre-trained word embedding 
vectors. The proposed method achieved the best perfor-
mance results compared with SVM, random forest, and a 
fully connected deep neural network. It achieved 9% 
increase in validation than the previously best obtained 
by SVM. Abdullah and Shaikh [29] performed punctua-
tion treatment, white space removal, and tokenization. 
Then, word2vec embedding AraVec was combined with 
Affective Tweets Weka-package features. At last, the clas-
sification is carried out using a fully connected neural 
network with three dense hidden layers and an SGD opti-
mizer. The model’s accuracy was 0.446, which was higher 
than the baseline model’s accuracy.

Ensemble methods in Arabic sentiment analysis
The recent growth in deep learning has also presented 
existing ensemble learning methods on deep learning 
classification techniques. Ensemble approaches have 
been demonstrated to be successful in enhancing results 
in several domains compared to deep learning’s baseline 
approaches. For example, in [4], researchers have devel-
oped two different types of deep learning models: CNN 
and LSTM. The CNN model is made up of three CNN 
layers. Each of these layers gets the same word embed-
ding as its input. The results of these layers are added 
together and sent to a fully connected layer, then to a 
dropout layer, and finally to a SoftMax function, which 
is specially designed for multi-class classification tasks. 
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On the other hand, the LSTM model is built from a bidi-
rectional LSTM. The final output of each layer is added 
together and sent to a fully connected layer, then a drop-
out layer, and finally a SoftMax function will figure out 
what class the input text belongs to. Based on these two 
models, the authors created an ensemble model that 
uses soft voting to determine the sentiment class of a 
text using the Arabic benchmark dataset (ASTD). The 
ensemble model was correct 65.05% of the time. The 
LSTM’s accuracy was 64.75%, whereas the CNN’s accu-
racy was 64.30%. The ensemble model performed bet-
ter than other models, with 65.05%. In another study 
[16] developed several ensemble learning methods using 
an unbalanced dialectal dataset called the Syria Tweets 
dataset [30]. The dataset contains 448 positive and 1350 
negative tweets, which was obtained in May 2014 by 
querying the Twitter API for Syria tweets. They tested 
several ensemble combinations using a pre-trained 
word2vec word embedding with the CBOW model 
as a feature. To fix the problem of imbalanced classes, 
they employ the synthetic minority oversampling tech-
nique, which is a way to oversample the minority class 
by including synthetic instances. Their findings indi-
cate that using word embedding and SMOTE with an 
ensemble can result in an average F1 score improvement 
of more than 15% compared with the baseline models. 
Moreover, [17] developed an ensemble model that incor-
porated gradient-boosted trees, BiLSTM (word and char 
level), and CNN models based on different pre-trained 
embedding and three different Arabic lexicons. The 
SemEval 2018 dataset was used to categorize four emo-
tions: sadness, fear, joy, and anger. The proposed model 
got the following results: valance regression 81.6%, 
valance ordinal classification 75.2%, emotion inten-
sity 68.5%, and emotion intensity ordinal classification 
58.7%. In another study presented by [6], the authors 
retrieved semantic features from short Arabic text at the 
character level and at the word level. Second, they devel-
oped three deep learning models for classification tasks: 
LSTM, CNN, and an ensemble model that took the best 
parts of both models to enhance the performance of pre-
diction. To further enhance the neural network’s perfor-
mance, they applied a method called hyperparameter 
tuning estimation. They used a Twitter dataset of dia-
lectal Arabic and a Modern Standard Arabic (MSA) cor-
pus to train and test the proposed models. This study’s 
results demonstrated remarkable progress in Arabic text 
categorization, with an accuracy rate ranging from 88% 
to 69.7%. On the test set, the ensemble model achieved 
the best accuracy (96.7%). A voting-based ensemble 
technique, Deep learning for Arabic Sentiment Analysis 
(DeepASA), has been proposed in a recent study [31] to 
handle the Arabic sentiment analysis task, which is built 

on two different types of recurrent network: LSTM and 
GRU. The basic structure of the model may be broken 
down into two distinct components. In the first compo-
nent, text documents, which are represented by FastText 
realvalued vectors, are used as inputs to LSTM and GRU 
classifiers to create high-level features. Following that, 
the output of both classifiers is input into the voting-
based ensemble technique, which is majority voting; it 
comprises of three machine learning algorithms to pre-
dict the class for each given text. There are a variety of 
Arabic datasets used to evaluate the DeepAS’s perfor-
mance, including: ASTD, ArTwitter, Product Reviews 
(PROD) [32], Restaurant Reviews (RES) [32], Hotel 
Reviews (HTL) [32], and LABR. With regards to over-
all performance on all of the chosen datasets, DeepASA 
was shown to be superior to other methods. In point of 
fact, DeepASA was able to attain a classification accu-
racy of 94.32%, and it was also able to minimize the rate 
of classification errors by as much as 26%.

Research methodology
In this section, we will discuss the steps needed to carry 
out a sentiment analysis task on Arabic tweets in detail 
relating to COVID-19, as well as some of the implemen-
tation specifics. Figure  1 depicts a general architecture 
of the Arabic framework for sentiment analysis. As seen 
in the figure, the sentiment analysis task is comprised of 
four primary processes: 1) Text Preprocessing, 2) splitting 
the dataset into training and testing datasets, 3) Selecting 
the appropriate word embedding approach to represent 
the dataset, and 4) Experimenting with different deep 
learning classifier models for identifying the sentiments 
represented in the original Arabic tweets.

Text preprocessing
It is common for datasets to have inconsistencies, irrel-
evant data, and duplicate information. Therefore, to 
achieve a good input for sentiment analysis and a good 
output for subsequent processing, preprocessing is an 
important step. Preprocessing of Arabic tweets con-
sists of many phases to decrease word ambiguity, hence 
improving the precision and efficacy of our proposed 
model, as shown in Fig. 2 and described below.

Tokenization: is a text-splitting technique that uses 
blanks (white space, commas, semicolons, periods, and 
quotes) to separate words from one another. Each of 
these tokens might be a single word, such as a noun or 
a verb, or even a preposition or punctuation mark, that 
is transformed without regard to its meaning or con-
text. The token list serves as an input for subsequent 
processing.

Cleaning: enhances the effectiveness of the Arabic senti-
ment analysis task by getting rid of all the Latin characters, 
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URL links, digits, tags, punctuation like (.: " ; ’,) usernames, 
images, and special characters like (#?% &’ ) that are in the 
text of tweet but do not mean anything to learning models 
and make the feature space more complicated, therefore 
getting rid of them tends to minimize the feature space.

Removing Duplicate: Due to the fact that Twitter 
API typically provides identical tweets that contain the 
same content; hence, we eliminated all identical tweets 
by matching each tweet to others and also deleting 
retweet posts.

Removing Stop Words: Stop word removal entails the 
eradication of minor words, which exist in sentences but 
have no bearing on the meaning or significance of the 
document’s content, such as articles, pronouns, conjunc-
tions, and prepositions. For the purpose of carrying out 
this operation, we make use of a list of 742 Arabic stop 
words that was compiled by [20]. In addition, we omitted 

several special stop-words that were found to have a sub-
stantial effect on the overall polarity of tweets.

Removing Arabic Diacritics /tashkeel: Some tweets 
have diacritics despite not being in MSA. In this work, all 
diacritics were deleted from a tweet.

Removing Elongation: Elongation occurs when char-
acters of a word are repeated without gaps in between. 
This occurs frequently on social media platforms that 
indicate affirmation and emphasis, thus in this situation, 
we attempt to recognize and substitute repeated charac-
ters with the letter itself.

Word Normalization: The goal of normalization is to 
reduce the number of various ways a character may occur 
in a single word, as seen in Table 2.

Emojis Translation: Emojis are visual symbols, also 
known as ideograms, that represent not only face reac-
tions but also ideas and concepts such as happiness and 

Fig. 1 General Architecture of the Proposed Arabic Sentiment Analysis
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joy , laughter , sadness , disappointed , or 
confuse . We might need to transform these emotions 
into tokens in order to help enhance sentiment analysis 
performance as follows. Transforming emotions that are 
compared into predefined lists with words, such as:

- Transform the emotion found in the loves list into the 
word “ ”.

- Transform the emotion found in the smile faces list 
into the word “ ”.

- Transform the emotion found in the sad faces list into 
the word “ ”.

- Transform the emotion found in the neutral faces list 
into the word “ ”.

Table  3 shows samples of tweets’ raw text before and 
after preprocessing, along with the tweet’s polarity.

Splitting dataset
The fundamental principle for constructing a deep 
learning model is the usage of a training dataset to 
train the model and a testing dataset to assess its per-
formance. In order to decrease the variance and assure 
the model’s generalizability, data is shuffled prior to 
data splitting. Additionally, shuffling makes the training 
set more reflective of the whole data distribution and 
prevents model overfitting. It was decided that 80% of 
the dataset would be used for training, and the remain-
ing 20% would be used for testing. During the train-
ing phase, the training set will be separated into two 
sets: 70% of the training set and 30% of the validation 
set, which will be used to tune the hyperparameters 
throughout this phase.

Text representation
Word embedding is a way to represent words as numeric 
vectors. Words that share a common meaning or context 
are expressed by vectors that are similar in size and shape. 
Recently, word embeddings are frequently employed to 
handle a variety of sentiment analysis and NLP issues. 
Deep learning algorithms use them as input layers. There 
are several techniques for Arabic word embeddings, such 
as Word2Vec [33], Doc2Vec [34], Global vectors (GloVe) 
[35], ArabicNews [36], FastText [37], AraVec [38], and 
ArWordVec [39]. The words are represented in differ-
ent ways by each approach. An important role is played 
by text input, where context can alter the distribution of 
words. We only investigated three word embedding strat-
egies, namely AraVec, FastText, and ArWordVec, to build 
text representations in order to verify that our suggested 
model utilizes the best suitable embedding. Table  4 
displays the adjusted hyperparameters for each word 
embedding model.

AraVec
AraVec developed by [38], is an open-source tool that 
offers powerful word embedding models for Arabic 
NLP applications. AraVec includes six pretrained word 
embedding models that utilize data from Twitter, Wiki-
pedia, and Common Crawl. The total number of tokens 
utilized to create the models is above 3300000000. For 
each resource, they’ve offered two models: one based on 
the CBOW, while the other is based on the SG model. 

Fig. 2 Preprocessing Steps

Table 2 Word normalization
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These models were tested using both qualitative and 
quantitative metrics on a variety of tasks, including the 
detection of word similarity. The proposed methodol-
ogy yields considerable results. The method is a good 
way to figure out how similar two words are and can also 
improve the performance of other NLP tasks.

FastText
FastText is a word representation developed by Face-
book AI research [37] that has been trained on a variety 
of languages, such as Arabic and English. It is an expan-
sion of the Word2Vec paradigm in which subwords 
are taken into account. The representation of words as 
vectors is based on an unsupervised technique. There 
are two architectural models available: CBOW and 
SG. Nevertheless, FastText separates each word into 
n-gram characters. It employs angle brackets as a spe-
cific delimiter to indicate the beginning and end of the 
term. It distinguishes a word from itself and a subword 
from another word. This model is able to differentiate 
between prefixes and suffixes, as well as shorter letter 
sequences, by taking subwords into account. This model 
consists of the word itself, which is represented as a vec-
tor, and its character n-grams. The sub-words are asso-
ciated with their parent word in a hashtable list, and the 
total of the n-gram vectors equals the vector of the par-
ent word.

ArWordVec
[39] used 55 million tweets to create ArWordVec, which 
is a pre-trained word embedding model for the Ara-
bic language. It combines three well-known methods: 
Glove, Word2Vec CBOW, and Word2Vec Skip-Gram. It 
is built on Twitter data and has demonstrated superior 
word similarity scores compared to prior pre-trained 
algorithms.

Classification models
This section describes the deep learning classification 
models and how they are utilized in this study. Four dis-
tinct model representations are built using CNN, LSTM, 
BiLSTM, and deep ensemble approaches.

Convolution neural network
CNN [40] is a special form of artificial neural network 
that is capable of identifying information in various 
places with high accuracy. This network is used within 
the field of image processing. However, CNN model has 
been utilized efficiently in text classification due to its 
ability to identify local characteristics via the use of con-
volution kernels and to automatically learn these features 
for classification solutions. It is distinguished by a special 
architecture that facilitates learning. In addition, CNN 
gives an end-to-end learning model whose parameters 
may be learned using the gradient descent approach.

Table 3 Examples for tweets before and after preprocessing

Table 4 Setting of word embedding

Word Embedding Setting

AraVec Word vector dimension = 300, sg = {0, 1}, min_count = 1, window = 5

fastText Word vector dimension = 300, sg = {0, 1}, min_count = 1, window = 5

ArWordVec Word vector dimension = 300, sg = {0, 1}, min_count = 1, window = 5
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As illustrated in Fig. 3, CNN model is composed of four 
layers: input, convolutional, pooling, and fully connected. 
First, tweets are transformed into a matrix of numbers, 
which is then fed into the convolutional layer. Each 
phrase is composed of words or tokens, and each token 
corresponds to a row or vector in the matrix table. Typi-
cally, these vectors are created using one of three embed-
ding models: AraVec, FastText, or the ArWordVec model. 
The CNN model accepts vectors as input and extracts 
local features using filters. The convolutional layer, which 
is the most significant layer in CNN, does the majority of 
the feature computations. The convolutional layer gener-
ates feature maps using the convolution kernel function. 
After convolution, the pooling layer captures the most 
significant features. CNN classifier uses a polling layer to 
make computing less complicated, where the CNN out-
put size of one stack layer is lowered to the next while 
preserving fundamental information. This procedure 
enables the pooling layer to lower feature dimensions, 

reduces CNN’s computing time and cost, and avoids the 
model from overfitting. There are other polling algo-
rithms available but max-polling is the most common, 
where the pooled window contains the maximum value 
element. The output of the polling layer is sent into the 
flattened layer, which then maps the output to the next 
layers. Also, dropout is applied between two dense lay-
ers to prevent potential overfitting. Our final step is to 
create a probability distribution for categorizing senti-
ment scores into three categories: positive, negative, and 
neutral, using the softmax activation function of the fully 
connected layer.

Long short term memory
LSTM is one of the most widely known RNN models, 
having been introduced by [41]. The LSTM model is 
capable of addressing the issue of vanishing gradients 
in ordinary RNN and has the ability to capture long 
term dependencies. This makes them more robust and 

Fig. 3 Architecture of Proposed CNN
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adaptable. The LSTM classifier is a variant of RNN that 
incorporates a mechanism for transporting information 
over many time steps. Controlling the flow of informa-
tion in LSTM is accomplished by three distinct gating 
mechanisms: input, forget, and output gates. Here, the 
input gate determines how much of the current input is 
stored in the unit state, the forget gate regulates the selec-
tive forgetting of the input at the previous time step, and 
the output gate controls the output of the current unit 
state. Figure 4 depicts the operational concept of LSTM.

At a specific time step t, LSTM determines which infor-
mation must be extracted from the cell’s state. The choice 
is made by a forget gate layer of sigmoid function σ.The 
function ( ft ) accepts the output of the previous hidden 
layer(ht−1 ) and the current input ( xt ) and returns a value 
in [0, 1]. In the following equation , the value 1 indicates 
“reserve all”, whereas the value 0 indicates “discard all”.

where, Wf  stands for the forgetting gate’s weight matrix. 
After that, the LSTM decides what new data should 
be kept in the cell’s state. There are two procedures, 
As seen in Eq.  2, the first step interacts with the “input 
gate,” which is a sigmoid function layer. This function is 
responsible for specifying an LSTM whose values have 
been modified. In the second stage, the tanh function 
layer creates a vector of new candidate values mt and 
adds the state of the cell. LSTM combines these steps to 
initiate the creation of an update to the state.

where, Wi represents the weight matrix of the input gate; 
bi denotes its bias vector;tanh is the hyperbolic tangent 
function; mt stands for the new information added to the 

(1)ft = σ(Uf ht−1 +Wf xt + bf )

(2)it = σ(Uiht−1 +Wixt + bi)

(3)mt = tanh(Umht−1 +Wmxt + bm)

memory unit; whereas Wm and Um denote the associated 
weight matrix and bias.

At this time, the model change the old cell state Ct−1 
into a new cell state Ct as depicted by Eq.  4. It’s worth 
noting that the gradient can be controlled when pass-
ing through the forget gate ft and enables for updates 
and deletes for explicit “memory”. This approach aids in 
preventing gradients from vanishing or any issues linked 
with the exploding gradient in the standard RNN.

Finally, LSTM determines its output depending on the 
current state of the cell. LSTM permits a sigmoid layer 
where it decides which portions of the cell state to trans-
fer as output in Eq. 5, referred to the “output gate”. At this 
point, LSTM determines the state of the cell based on the 
function tanh and decides the output using Eq. 6.

Figure  5 shows specifics of the LSTM model design. 
The model began by producing an input matrix con-
taining 300-dimensional word vectors for each word in 
a tweet. The word embedding values were loaded using 
three different pre-trained word embedding vectors, 
including AraVec, FastText, and ArWordVec. Each word 
embedding was individually input to the LSTM layer. The 
embedding was then passed to the LSTM layer, which 
had a 300-dimensional hidden state. Following that, a 
dense layer with a Rectified Linear Unit (ReLU) activa-
tion function follows. The reasons we chose ReLU are to 
avoid the problem of vanishing gradients and to speed up 
the calculation. The returned sequences were subjected 
to a dropout fraction rate of 0.5. Lastly, a dense thick 
layer with three units was utilized to assign one of the 
three possible classes, followed by softmax activation.

(4)ct = ft ∗ ct−1 + iq ∗mt

(5)ot = σ(Uoht−1 +Woxt + bo)

(6)ht = ot ∗ tanh(ct)

Fig. 4 The Architecture of LSTM Model [42]
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Bidirectional LSTM
BiLSTM is a sort of RNN designed to solve LSTM’s 
deficiencies with text sequence features. Information 
in LSTM goes from backward to forward, but BiL-
STM uses two hidden states to flow information in two 
directions: backward to forward and forward to back-
ward. BiLSTM is a pioneer in the field of sentiment 
classification because of its structure, which helps it to 
learn context more effectively than other models. BiL-
STM retains input data from both the prior and follow-
ing sequences, unlike the typical RNN model, which 
requires decay in order to include future information.

Figure  6 presents the BiLSTM model’s architecture, 
where this model contains an embedding layer that is 

used to transfer word indices into an embedding space. 
Specifically, given a tweet consisting of n words w1,w2 , 
…,wn , we first map each word wn into a word embed-
ding rwm . The sequence of word embeddings with a 
length of n is passed to the upcoming layer, which is 
a BiLSTM layer. The model is better able to interpret 
context since the input information is preserved in the 
hidden state both from the past to the future (right to 
left for the Arabic language), and from the future to 
the past (the opposite sentence direction). The network 
uses a dense layer as its hidden layer. After this layer 
comes a dropout layer with a 0.5 rate. Dropout is uti-
lized to regularize and prevent overfitting issues. The 
Adam optimizer is being used to optimize our model 

Fig. 5 Architecture of Proposed LSTM Model

Fig. 6 BiLSTM Proposed Model Architecture
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since it is easy to implement, has a faster execution 
time, consumes less memory, and requires less tuning 
than any other optimization strategy. Finally, the output 
layer, which consists of a dense layer containing three 
Softmax cells, is then utilized for classification.

Ensemble model
Due to the fact that CNN can only extract local features 
of text and is insensitive to the order of time, it can not do 
a good job of figuring out what the text means [3, 7]. On 
the other hand, BiLSTM improves the contexts available 
to deep neural networks by using two LSTM directions, 
but it is unable to extract local features in parallel. There-
fore, achieving the best possible classification results 
for sentiment analysis cannot be accomplished by using 
a single CNN or single BiLSTM. So, this study presents 
a hybrid framework that integrates CNN and BiLSTM 
models.

A stacked ensemble Stacked-CNN-BiLSTM-Covid 
model uses a convolution layer for extracting the local 
features from word embeddings and uses the BiLSTM to 
learn the local features in two two-direction sequences, 
as illustrated in Fig. 7. Briefly, the procedure began with 
the embedding layer transforming the input text into 
a collection of embedding vectors and transferring it to 
the convolution layer, which extracted the local features 
and generated feature maps. The CNN layer consists of 
a one-dimensional convolutional layer in which the filter 
window size is 3, the number of filters is 300, and the acti-
vation function is ReLU. The pooling layer is then used to 
pool all of the feature maps. Following the pooling layer, 
each feature map vector is sent via a dropout layer to pre-
vent the neural network from being overfitting. This layer 
provides a regularization strategy for this deep learning 
model. In addition, it improves the network’s generaliza-
tion approaches by ensuring that all inputs in the BiL-
STM layers are considered without favoring a single one. 
This layer eliminates any potential biases in the training 
of these deep learning models. The dropout layer’s output 
is then transmitted to the BiLSTM layer, which uses it to 
learn the sequences of its input and generate new encod-
ing output.

We stacked three BiLSTM layers on top of CNN to 
process the input sequence. Similar to BiLSTM, Stacked 
BiLSTM is capable of getting rich contextual information 
from past and future time sequences. However, unlike 
BiLSTM, stacked BiLSTM contains additional upper lay-
ers for conducting additional feature extractions, whereas 
BiLSTM has just one hidden layer for each direction to 
extract features. After painstaking efforts, we decided to 
limit the number of LSTM layers in our model to three 
since we observed that increasing the number of hidden 
layers needs more processing time with no discernible 

gain in performance. The last layer of our proposed model 
is a dense layer comprised of three neurons that classify 
tweets as positive, neutral, or negative. Softmax is the 
activation function of the last layer. The softmax function 
produces a value between 0 and 1 for each target class, 
indicating its likelihood. We utilized the Adam optimiza-
tion approach to update the network’s weights and a loss 
function based on categorical-crossentropy.

Regularization
Regularization is controlled by multiple functions that 
structure a complicated neural network to prevent over-
fitting, which negatively affects the performance of deep 
learning models. Different techniques are employed 
to reduce overfitting in deep learning. Following are 
descriptions of the three primary strategies we employ in 
our research: dropout, L2, and early stopping.

Dropout randomly eliminates a proportion of units at 
each step of the training phase by setting them to zero. It 
prevents the model from learning the same values several 
times in the event that there are a multitude of param-
eters. The LSTM layer’s recurrent dropout regularization 
value was set at 0.5. Each BiLSTM layer has a dropout 
rate of 0.5.

L2 regularization alongside class weights is imple-
mented in the loss function to avoid excessively large 
weights and to care for class imbalance. It adds a regular-
ization component to the cost function, hence decreasing 
the weight matrix values. The value of the hyperparam-
eter � in the proposed study is 0.001.

Early Stopping is a strategy that terminates training as 
soon as the performance of the model on the validation 
dataset stops getting better, regardless of the number of 
epochs chosen to avoid overfitting. Ending training in our 
sentiment analysis system is done by using the callback 
function. The callbacks record the performance values 
for each epoch, which include the validation loss, valida-
tion accuracy, training loss, and training accuracy. Moni-
tor and patience are two crucial factors in this function. 
We decided to use training accuracy as a monitor, which 
implies that it will keep a record of any training data loss. 
The value of the Patience parameter is set to three to 
ensure that the training process will be terminated, and 
the model weights will be frozen in place if the accuracy 
rate does not increase after three epochs have passed.

Experimental setup
To evaluate the proposed stacked ensemble model for 
Arabic sentiment analysis, we developed an experiment 
in which several deep learning methods are compared 
with varying pre-trained word embeddings. Three data-
sets are used to evaluate these approaches for sentence-
level classification in the COVID-19 domain.
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Development environment
We conducted our experiments using Google services. 
For the purpose of storing our dataset, we made use of 
Google Drive, a cloud-based file storage service that is 
offered by Google. This service enables users to store 

files on the servers as well as share them with other peo-
ple. In addition, we utilized the Google Colaboratory 
platform. This platform is a free cloud service provided 
by Google for developers and is compatible with Jupyter 
notebooks. Furthermore, the deep learning framework 

Fig. 7 The Proposed Stacked-CNN-BiLSTM-COVID Model
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employed was Keras2 , which was developed on top of 
Tensorflow. For plotting, the Matplotlib Python package 
is utilized. The values of the hyper-parameters according 
to the deep learning models’ configurations are shown in 
Table 5. Typically, the loss function for the multi-classi-
fication task is categorical crossentropy. During training, 
a dropout layer is introduced, and the initial learning 
rate is set at 0.5 in order to avoid overfitting the model. 
Optimization is used to update model parameters 
(weights and bias values) across iterations while training 
deep learning algorithms. An Adaptive Moment Estima-
tion (Adam) optimizer was utilized in our research. The 
size of every embedding utilized in experiments was 300. 
The experiment is repeated 15 times, with 128 being the 
batch size.

Arabic sentiment benchmark datasets
Unfortunately, the number of publicly available anno-
tated Arabic datasets suitable for use in COVID-19 sen-
timent analysis is relatively small. In addition, a small 
number of these datasets are large enough to be uti-
lized in deep learning models. In this research, we only 
glance at Arabic datasets with three classes because we 
use a three-way classification model. More information 
about the statistics of the used datasets can be found in 
Table  6. We employed the following three Arabic senti-
ment datasets:

SenWave
SenWave [43] contains 10,000 tweets gathered between 
1 March 2020 and 15 May 2020. It is available for 
download after having been manually annotated. Each 
tweet was annotated by at least three Arabic experts, 
and all annotations were submitted for a rigorous qual-
ity check.

AraCOVID19‑SSD
Ameur and Aliane [44] create and share AraCOVID19-
SSD, an annotated Arabic dataset regarding COVID-
19. This dataset comprises 5162 tweets that have been 
annotated for sentiment analysis and identification of 
sarcasm. The collection of tweets took place between 
the 15th of December 2019 and the 15th of Decem-
ber 2020. All tweets within the dataset were manually 
annotated and verified by humans. The authors only 
provided us with the tweet IDs, so we had to construct 
a Python script to access the text of the tweets. Due to 
the absence of data for 614 tweet-ids, the total number 
of tweets in the AraCOVID19-SSD dataset is 4548 after 
hydration.

ArCovidVac
ArCovidVac [45] is a manually labeled Arabic Twitter 
dataset for the COVID-19 vaccine campaign, including 
numerous Arab nations. defining their opinion on vac-
cination and the immunization procedure. The authors 
categorize them as positive (in favor of vaccination), neg-
ative (opposed to vaccination), or neutral. The collected 
tweets were in the period between January 5 and Febru-
ary 3, 2021. To collect these tweets that specified the Ara-
bic language, they made use of the twarc3 search API. In 
all, they collected 550 thousand unique tweets. Among 
them, 10 thousand tweets were selected at random for 
manual annotation.

Table 5 Hyperparameters settings for implementing the deep 
learning models

Parameter Value

Pool Size 2

Kernal Size 3

Filter 300

Learning Rate 0.0001

Optimizer Adam

Loss Function categorical 
crossen-
tropy

Output Activation Softmax

Batch Size 128

Number of epochs 15

Dropout rate 0.5

Recurrent dropout rate 0.5

Kernel Regularizer L2 (0.001)

Table 6 Details of the datasets used in this study

SenWave AraCOVID19-SSD ArCovidVac

Number of positive 
tweets

1562 1762 7968

Number of negative 
tweets

2750 955 638

Number of neutral tweets 4269 1831 1396

Number of emojis 2589 3714 4499

Number of words 122005 72736 230104

Number of characters 678915 493970 1632464

Average words per tweet 14 14 23

2 https:// keras. io. 3 https:// github. com/ DocNow/ twarc

https://keras.io
https://github.com/DocNow/twarc
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Results and discussion
There are four primary measures: precision, recall, 
F-measure, and ROC that we utilize to judge our per-
formance in this work. In the upcoming subsections, 
the experiments and their findings are discussed in 
detail.

Evaluation criteria
This section discusses the evaluation metrics employed in 
Arabic sentiment analysis. Data balance is an important 
issue and the metrics utilized must be applicable to the 
selected task. When there is an imbalance in the data, accu-
racy is not the appropriate metric since it is biased toward 
the majority class. Similarly, it cannot be used as a metric 
to solve multi-class problems. Evaluation metrics such as 
precision, sensitivity, AUC, f1-score, log loss, Cohen Kappa 
score, and others must be utilized [46]. So, we employed 
precision, recall/Sensitivity, F-measure, and AUC-ROC for 
model evaluation. Precision can be defined as the ratio of 
correctly predicted positive occurrences to the total num-
ber of predicted positive occurrences. Recall estimates the 
ratio between the number of correctly predicted positive 
instances and the total of instances that were predicated 
as positive and negative. The F1 score provides a concise 

overview of the performance of the model by combining 
precision and recall.

True Positive (TP) represents the correct identification 
of tweets as positive, False Negative (FN) represents the 
incorrect identification of tweets as negative, and False 
Positive (FP) represents the incorrect identification of 
tweets as positive.

The AUC-ROC curve is a performance metric for clas-
sification issues with different threshold values. ROC is a 
probability curve, whereas AUC is a measure or degree 
of separability. It indicates how well the model can differ-
entiate across classes. A higher AUC value indicates that 
the classifier is effective at distinguishing unique classes. 
AUC is beneficial even when class data is imbalanced.

(7)Precision =
TP

(TP + FP)

(8)Recall/Sensitivity =
TP

(TP + FN )

(9)F −Measure =
(2.Precision.Recall)

(Precision+ Recall)

Table 7 A comparison evaluation of four DL models with different word embedding for SenWave dataset

DL Model Word Embedding Model Precision Recall F-Measure ROC

CNN AraVec CBOW 74.14% 73.74% 73.93% 87.56%

SG 74.32% 74.04% 74.17% 87.89%
FastText CBOW 70.98% 68.78% 69.6% 84.55%

SG 68.58% 67.95% 67.69% 82.79%

ArWordVec CBOW 72.24% 72.21% 71.85% 87.38%

SG 74.19% 72.62% 71.64% 87.26%

LSTM AraVec CBOW 76.12% 75.52% 75.47% 89.29%

SG 76.25% 75.81% 75.79% 89.97%
FastText CBOW 73.4% 70.9% 70.84% 85.13%

SG 72.9% 70.61% 70.69% 84.78%

ArWordVec CBOW 76.82% 76.11% 76.13% 89.64%

SG 76.08% 76.17% 76.07% 89.64%

BiLSTM AraVec CBOW 76.14% 75.28% 75.42% 89.56%

SG 75.81% 75.52% 75.44% 89.84%

FastText CBOW 72.21% 62.63% 65.07% 80.97%

SG 69.11% 69.01% 69.06% 84.07%

ArWordVec CBOW 77.23% 76.35% 76.38% 90.04%
SG 76.78% 75.93% 75.96% 89.55%

Ensemble AraVec CBOW 78.18% 75.93% 76.32% 88.81%

SG 77.07% 75.81% 76.09% 89.7%

FastText CBOW 67.16% 62.68% 64.1% 78.94%

SG 70.56% 61.44% 64.28% 79.12%

ArWordVec CBOW 78.48% 76.23% 76.76% 90.43%
SG 76.19% 75.22% 75.52% 89.22%
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Model evaluation
Results of the performance evaluation of several deep 
learning models and a stacked ensemble model are pro-
vided in this section. The performance of our proposed 
model is evaluated using three distinct datasets, as 
described in Arabic sentiment benchmark datasets  sec-
tion. Consequently, three experiments were conducted 
for every model based on the different embeddings. The 
performance of models is investigated, as well as the 
effects of various embedding representations. Tables 7, 8, 
and 9 show the comparative details of the insights gained 
for the various models. The greatest values attained 
by models across all embeddings are emphasized in 
bold font. Table  7 presents the testing recall, precision, 
F-measure, and ROC performance of four deep learning 
models for Arabic sentiment analysis using the SenWave 
dataset. Considering the CNN model, AraVec with SG 
architecture obtained high precision, recall, F-measure, 
and ROC (74.32%, 74.04 %, 74.17 %, and 87.89 %, respec-
tively) with an embedding dimension of 300. The lowest 
F-measure was attained using FastText word embedding 
with SG, which was 67%. For the LSTM model at dimen-
sion 300, AraVec with SG architecture again achieved the 
greatest precision, recall, F-measure, and ROC (76.25%, 

75.81%, 75.79%, and 89.97%, respectively). In contrast, 
FastText word embedding with SG architecture scored 
the lowest F-measure at 72.6%. For the BiLSTM model, 
ArWordVec with CBOW architecture did the best in 
terms of precision, recall, F-measure, and ROC (77.23%, 
76.35%, 76.38%, and 89.84%, respectively, at dimension 
300). On the other hand, FastText word embedding with 
CBOW architecture had the lowest recall rate, at 62.63%. 
Lastly, for the ensemble model, ArWordVec with CBOW 
architecture had the best testing F-measure score of 
76.76% and the best ROC of 89.43%. It also had the best 
testing precision of 78.48% and the best testing recall of 
76.23%.

Table 8 displays the testing recall, precision, F-measure, 
and ROC performance of four deep learning models for 
Arabic sentiment analysis using the AraCOVID19-SSD 
dataset. Concerning the CNN model, FastText with 
SG architecture showed superior results in terms of 
accuracy, recall, F-measure, and ROC (77.93%, 71.53%, 
64.69%, and 93.26%, respectively) at an embedding 
dimension of 300. In contrast, AraVec word embedding 
with SG attained the lowest level of precision at 58.76%. 
When it came to the LSTM model, FastText with SG 
architecture had the highest results in terms of precision, 

Table 8 A comparison evaluation of four DL models with different word embedding for AraCOVID19-SSD dataset

DL Model Word Embedding Model Precision Recall F-Measure ROC

CNN AraVec CBOW 66.25% 65.79% 64.32% 83.55%

SG 65.18% 64.75% 58.76% 85.17%

FastText CBOW 77.24% 71.53% 63.96% 92.76%

SG 77.93% 71.53% 64.69% 93.26%
ArWordVec CBOW 65.37% 64.75% 62.74% 83.26%

SG 73.41% 66.82% 59.93% 86.36%

LSTM AraVec CBOW 77.85% 76.92% 76.5% 90.82%

SG 82.47% 82.32% 82.2% 93.91%

FastText CBOW 86.32% 86.11% 86.03% 95.05%

SG 86.93% 86.8% 86.68% 95.9%
ArWordVec CBOW 78.54% 78.19% 78.05% 90.31%

SG 81.16% 81.06% 80.97% 93.18%

BiLSTM AraVec CBOW 78.89% 78.19% 77.95% 91.87%

SG 81.93% 81.63% 81.41% 93.78%

FastText CBOW 86.99% 87.03% 86.98% 95.54%

SG 87.16% 86.82% 86.99% 95.95%
ArWordVec CBOW 77.96% 77.84% 77.73% 90.91%

SG 82.76% 82.66% 82.58% 93.57%

Ensemble AraVec CBOW 77.79% 77.15% 76.32% 90.08%

SG 84.08% 83.93% 83.87% 93.62%

FastText CBOW 87.25% 87.26% 87.25% 97.2%
SG 86.68% 86.45% 86.29% 95.63%

ArWordVec CBOW 76.01% 75.77% 75.4% 88.17%

SG 80.98% 80.94% 80.74% 92.39%
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recall, F-measure, and ROC (with respective values of 
86.93%, 86.8%, 86.68%, and 95.9%). In contrast, AraVec 
word embedding with CBOW architecture achieved the 
lowest precision of 77.85%, recall of 76.92%, and F-meas-
ure of 76.50%. The lowest ROC recorded by ArWordVec 
was 90.31% using the CBOW architecture. Regarding 
the BiLSTM model , FastText with SG architecture once 
again had the best precision, recall, F-measure, and ROC 
results (87.16%, 86.82%, 86.99%, and 95.9%, respectively). 
In contrast, ArWordVec word embedding with CBOW 
architecture yielded the worse performance in terms of 
precision, recall, F-measure, and ROC (77.96%, 77.84%, 
77.73%, 90.91%). For the ensemble model, FastText with 
CBOW architecture attained the highest testing accuracy 
of 87.25%, the highest testing recall of 87.26%, the highest 
testing F-measure score of 87.25%, and the highest ROC 
of 97.2%. In contrast, AraWordVec word embedding 
with CBOW architecture had the lowest performance in 
terms of precision, recall, F-measure, and ROC (76.01%, 
75.77%, 75.4%, and 88.17%).

Table  9 presents the testing recall, precision, F-meas-
ure, and ROC performance of four deep learning models 
for Arabic sentiment analysis using the ArCovidVac data-
set. Regarding the CNN model, ArWordVec with CBOW 

architecture exhibited high precision, recall, F-measure, 
and ROC (74.47%, 79.95%, 74.06%, and 74.29%, respec-
tively) at an embedding dimension of 300. In contrast, 
FastText word embedding with SG got the lowest recall 
of 79.1%. When it came to the LSTM model, ArWord-
Vec with CBOW architecture once again had the greatest 
performance in terms of precision, recall, F-measure, and 
ROC (respectively 78.74%, 79.85%, 79.29%, and 84.75%). 
On the other hand, FastText word embedding with SG 
architecture, had the lowest precision (76.51%), recall 
(73.95%), F-measure (74.84%), and ROC (79.61%). For 
the BiLSTM model, ArWordVec with the CBOW archi-
tecture once again scored the best in terms of precision, 
recall, F-measure, and ROC (79.34%, 80.8%, 79.36%, and 
84.17%, respectively) at dimension 300. However, the 
lowest precision was reached by FastText word embed-
ding using the CBOW architecture, at 63.52%. For the 
ensemble model, ArWordVec with the CBOW archi-
tecture scored the highest testing precision of 80.72%, 
the highest testing recall of 80.3%, the highest test-
ing F-measure score of 80.5%, and the highest ROC of 
85.09%. Figure  8 represents the superior F-measure for 
each model based on three pre-trained word embed-
dings for the three selected datasets. Regarding SenWave, 

Table 9 A comparison evaluation of four DL models with different word embedding for ArCovidVac dataset

DL Model Word Embedding Model Precision Recall F-Measure ROC

CNN AraVec CBOW 71.68% 78.55% 73.58% 74.01%

SG 63.52% 79.7% 70.7% 64.53%

FastText CBOW 63.52% 79.7% 70.7% 66.02%

SG 63.52% 79.1% 70.45% 69.49%

ArWordVec CBOW 74.47% 79.95% 74.06% 74.29%
SG 63.52% 79.7% 70.7% 64.56%

LSTM AraVec CBOW 78.68% 79.55% 79.1% 84.38%

SG 78.31% 79.5% 78.65% 83.89%

FastText CBOW 78.71% 78.3% 76.85% 82.19%

SG 76.51% 73.95% 74.84% 79.61%

ArWordVec CBOW 78.74% 79.85% 79.29% 84.75%
SG 77.86% 79.25% 78.32% 82.95%

BiLSTM AraVec CBOW 77.72% 80.75% 78.74% 83.83%

SG 78.14% 80.1% 79.10% 84.09%

FastText CBOW 63.52% 79.7% 70.7% 70.59%

SG 78.4% 76.4% 76.48% 82.07%

ArWordVec CBOW 77.04% 80.5% 77.77% 83.29%

SG 79.34% 80.8% 79.36% 84.17%
Ensemble AraVec CBOW 75.58% 80.1% 76.61% 83.99%

SG 79.02% 78.85% 78.85% 84.12%

FastText CBOW 76.89% 79.6% 78.22% 82.57%

SG 77.05% 75.6% 76.22% 80.74%

ArWordVec CBOW 80.72% 80.3% 80.5% 85.09%
SG 79.3% 79.05% 78.51% 83.79%



Page 18 of 21Abdelhady et al. Journal of Cloud Computing           (2024) 13:85 

AraVec’s SG model architecture generated superior per-
formance on CNN and LSTM as compared to other 
architectures. Meanwhile, ArWordVec with the CBOW 
model performed better with BiLSTM and the stacked 
ensemble model. For AraCOVID19-SSD, FastText with 
the SG model architecture achieved better accuracy than 

other architectures in almost all models, with the excep-
tion of the ensemble model. The ensemble model with 
FastText (CBOW) achieved 0.96% better results than the 
ensemble model with FastText (SG). Furthermore, for the 
ArCovidVac dataset, ArWordVec with the CBOW model 
worked more effectively on CNN, LSTM, BiLSTM, and 

Fig. 8 Best F-Measure for all Models using Different Dataset
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Fig. 9 Best ROC for All Models Using Different Dataset
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the proposed stacked ensemble model. This highlighted 
that word vectorization approaches impact the accuracy 
of the model.

The proposed stacked ensemble model outperforms 
existing deep learning models on both the SenWave and 
AraCOVID19-SSD datasets, as well as the ArCovidVac 
dataset. Considering SenWave, StackedCNNBiLSTM-
Covid performed 2.59% better than the CNN model, 
0.97% better than the LSTM model, and 0.38% better 
than BiLSTM. For the AraCOVID19-SSD dataset, the 
suggested model’s F-measure was 22.56%, 0.57%, and 
0.26% higher than CNN, LSTM, and BiLSTM, respec-
tively. Regarding ArCovidVac, the overall F-measure 
of the proposed model was improved by 6.44% com-
pared to the CNN model, 1.21% compared to the LSTM 
model, and 1.14% compared to the BiLSTM model. It 
was noticed that applying sentiment analysis using CNN 
or BiLSTM alone could not achieve an efficient result 
since the F-measure of CNN alone was only 74.17% and 
the F-measure of BiLSTM was 76.38% on the SenWave 
dataset. Similarly, the F-measures of CNN and BiLSTM 
on the AraCOVID19-SSD dataset were only 64.69% and 
86.99%, respectively. Likewise, the F-measures of CNN 
and BiLSTM alone on the ArCovidVac dataset were only 
74.06% and 79.36%, respectively. This indicates that CNN 
and BiLSTM cannot produce satisfactory results on their 
own, as CNN cannot learn the correlation sequence for 
long-term dependencies and BiLSTM cannot capture 
local features. When CNN and BiLSTM are combined, 
the model can learn each word of tweets more effectively 
since it has sufficient word context information based on 
the past and future context of the word. Another obser-
vation was that BiLSTM outperformed LSTM since 
it had knowledge of the text’s previous and following 
information.

Figure 9 represents AUC and ROC scores for each deep 
learning approach employing distinct word embeddings. 
It is clear that the ROCs of the proposed model and the 
other models are different. Our classification technique 
yields an AUC of over 0.64 for all the models. The AUC 
score for the proposed model ranged between 0.79 and 
0.97 and performed consistently better with all word rep-
resentations. Therefore, it may be concluded that the pro-
posed model accurately scaled maximum sentences.

Conclusion and future work
Using Twitter as a source of data to assess public reac-
tion to epidemic outbreaks has attracted a great deal of 
attention among researchers due to the rising frequency 
of pandemic outbreaks. The purpose of this study was 
to develop a model to get insights regarding the public 

reaction to COVID-19 based on tweets written in Arabic. 
We presented a stacked ensemble learning model for Ara-
bic sentiment analysis by combining CNN and stacked 
BiLSTM. We started by employing the word embed-
ding approach to extract the semantic features of words 
and convert them into high-dimensional word vectors. 
We studied the performance of three Arabic pretrained 
embedding models: AraVec, FastText, and ArWordVec. 
Next, CNN was used to extract text features, and BiL-
STM extracted text context information. The sentiment 
scores were then categorized as positive, neutral, or nega-
tive using a softmax function. In addition, we conducted 
exhaustive experiments on three benchmark datasets. 
Experiments proved that the proposed model outper-
formed competing models by achieving superior F-meas-
ures in all datasets. It was found that applying CNN or 
BiLSTM alone for sentiment analysis could not produce 
an effective result, and that word embedding approaches 
affect the model’s accuracy. For future research, the struc-
ture of the Stacked-CNN-BiLSTM-COVID model could 
be adjusted to improve sentiment classification perfor-
mance. Word embedding approaches are another aspect 
where the model could be enhanced. The experimental 
findings demonstrated that word representation could 
impact the overall model’s accuracy. As a result, a more 
comprehensive approach to word embedding could result 
in improved feature extraction for the network. Addition-
ally, training the models on more large-scale and balanced 
datasets can improve the quality of the produced mod-
els. Additionally, it’s worthwhile to look into cutting-edge 
models like transformers models.
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