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make a filter to trajectory point according to the
change of the direction of the trajectory point. For
the trajectory consisting timestamped points {P1, P2,
⋯, Pn}, start from P3, calculating the slopes k1, k2 of
the two segments and Pi − 1Pi, respectively. If |k1 −
k2| > angle, it indicates that the change of direction at
point Pi − 1 is large enough, so this point needs to be
preserved; otherwise, it shows that there is almost no
change of direction at point Pi − 1. Then this point
can be removed at this time. The angle is set to 5o in
this paper. We also study how to choose the angle in
our future work.
After the first filter, the trajectory points have only

reached a certain level of simplification but have not
reached the optimal simplification, i.e., The filtered
data can’t completely represent trajectory points.
Therefore, this paper makes a second simplification
based on the MDL principle. The MDL principle was
originally proposed to compress spatial data. Its

formula is composed of L(H) and L(D|H), where L(H)
represents the cost of the compression model and
L(D|H) represents the overhead of data D after com-
pression by model H. When L(H) + L(D|H) takes the
minimum, the compression of the data is optimal be-
cause it is used to store the model and store the
compression and the length of the data is minimal.
Since there is no data compression model in this
paper (that is, no data restoration is needed), this
paper designs an MDL formula that is applicable to
this project. It should meet the requirements: the
more the number of trajectory points that are ultimately
selected, then the more assumption condition L(H) is, that
is the corresponding data overhead L(D|H) is smaller.
Conversely, when the number of final selected trajectory
points is smaller, then the smaller the condition L(H) is,
the corresponding data overhead L(D|H) is bigger. In
order to meet this demand, we designed the MDL formula
in this paper which is shown below.

Fig. 1 Trajectory prediction method flow chart
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where trace = {P1, P2,⋯, Pn} is the original trajectory
point trace = {PS1, PS2,⋯, PSk} is a streamlined trajec-
tory, the MDL formula is used to solve the description
overhead and description ability of the simplistic trajec-
tory. |trace′| indicates the length of the trajectory trace
Same as it, |PSiPSi + 1| indicates the line segment
|PSiPSi + 1|. miss(trace′, trace) represents the error be-
tween the trajectory and the trajectory, and index(PSi,
trace) represents the subscript of the point PSi in the
original trajectory point sequence trace. |B~AC| indi-
cates the height in ΔABC where the bottom edge is AC
and the apex angle is ∠ABC, as shown in Fig. 2. K, J are
given as by:

K ¼ index PSiþ1; traceð Þ þ 1;
¼ index PSiþ1; traceð Þ þ 1:

The goal of applying MDL principle is to when the
value of the formula L(H) + L(D|H) reaches the smallest.
The selection of the reduced trajectory point can best
describe the original trajectory. This formula simplifies
the calculation of L(D|H) with respect to the original
formula. The calculation of the vertical and angular dis-
tances between the line segment and the line segment is
modified to calculate the high and vertical angle cosines
of the triangle, which can be satisfied under the same re-
quirements. It can thus reduce the amount of calcula-
tions accordingly. The height of the triangle can be
calculated using Helen’s formula, and the cosine of the
top corner can be calculated using the cosine theorem.

Trajectory point clustering method based on two-step
clustering
This section focuses on specific methods based on two-
step clustering. The purpose of the two-step clustering is
to reduce the computational complexity of the trajectory
point clustering, and to reduce the matrix size of the hid-
den state matrix in the hidden Markov model that will be
mentioned later. In this paper, the trajectory points are
clustered once by the SinglePass algorithm. The reason
for we use SinglePass algorithm is that this algorithm is
very suitable for clustering flow text. After the first step
clustering, the cluster centers are obtained. Each cluster is
composed of several trajectory points and cluster centers.
For the cluster centers obtained by the first step cluster, a
clustering algorithm based on density-based clustering
method (DBCM) [31–35] is used for the secondary clus-
tering. Compared with the existing clustering algorithm
(e.g., DBSCAN), DBCM does not require embedding the
data in a vector space and maximizing explicitly the dens-
ity field for each data point.
The first step of SinglePass clustering algorithm is sen-

sitive to parameter of cluster radius, but since the trajec-
tory point data itself has a distance and there is a
secondary clustering, the parameters of the first step
cluster can be set to a relatively small value according to
the specific requirements. In extreme terms, if the radius
parameter is set to 0, it can be understood that each tra-
jectory point itself is a cluster, which is equivalent to dir-
ectly performing the secondary clustering. For example,
the distance radius parameter d1 = 0.1 is set in this
paper. Note that we also can select the other value of d1.
The basic steps of the DBCM algorithm are shown as

follows:

1) Calculate the density of each cluster center point i
obtained after one-step clustering. The local density
of the point i : ρi = ∑ τ(dij − d2), τðvÞ ¼ 1; v < 0

0; v≥0

�
,

where the parameter d2 is the boundary threshold,
The smaller the value of d2, the smaller possible
range will cover cluster.

2) Calculate the minimum distance from the point i to
all other points above its density κi ¼ min

j:ρ j>ρi
dij.

3) Cluster centers are recognized as points for which
the values of ρ and κ are anomalously large. Here,
the algorithm comprehensively measures the
influence of two factors on the cluster center
through the product factor ψ. The product factor ψi

for point i is defined as shown in eq. (2).

ψi ¼ norm ρi � norm κi ð2Þ

where norm ρi and norm κi are normalized values, the

Fig. 2 Schematic diagram of a triangle ΔABC with a base AC and an
apex ∠ABC
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normalization method uses the normalization of the dis-
persion and maps the values to the interval [0, 1]. Specif-
ically, norm ρi is defined as follows:

norm ρi ¼
ρi − min ρ1; ρ2;⋯; ρn

� 	
max ρ1; ρ2;⋯; ρn

� 	
− min ρ1; ρ2;⋯; ρn

� 	
ð3Þ

B ¼

0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 2 0 0 0 2 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 2 0 0 0 2 0 0
0 0 1 0 0 0 3 2 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

2
66664

3
77775

The calculation method of norm κi is similar to this
and will not be described again. The larger ψ, the larger
the center density of the clusters and the further the dis-
tance between the centers of the different clusters. Sort
the ψ values from large to small, and select the point
with the larger ψ value as the cluster center point. Since
the transition from the non-cluster center point to the
cluster center point, the ψ value will increase greatly, so
the number of clusters will be determined according to
the power law.

4) For the remaining non-clustered center data points,
the points are assigned to the clusters of the neigh-
bor nodes that are closest to them and have a
higher density than them.

DBCM has one parameter: the boundary threshold d2.
Since the result of first step clustering is theoretically a
circular cluster, the distance between adjacent cluster
centers is at least 2 × d1. Therefore, d1 should be set to
at least 2 × d1 in the secondary clustering. This paper
sets d2 to 2 × d1 (if d1 is set smaller in the application, d2
should be larger. If d2 < 2 × d1, the secondary clustering
algorithm cannot be executed; if d2 is set smaller in the
application, then the speed of the secondary clustering
speed will be slower; if d2 is set larger in the application,
there will be too much excessive loss of hidden state
quantity).
The two-step clustering proposed in this paper can

speed up the clustering speed of the trajectory points be-
cause the event complexity of the DBCM clustering al-
gorithm is applied to the trajectory points is O(n2), and
n is the number of trajectory points. For the massive tra-
jectory point data, so the first step is is to use the Single-
Pass clustering method to initially “concentrate” a large
number of trajectory points into a smaller number of
clusters, and then use DBCM to concentrate the clus-
ters. Conducting secondary clustering can greatly reduce
the input of secondary clustering. Based on the afore-
mentioned analysis, it can be concluded that the two-
step clustering method contains the SinglePass

clustering and DBCM clustering. Suppose the number of
trajectory points is n, m represents the number of clus-
ters. Thus, when the SinglePass is used to cluster the
data, the computational complexity of SinglePass
is O(nm). Now, the large number of trajectory points will
be reduced into a smaller number of clusters, i.e., m.
The computational complexity DBCM is O(m2) when
the DBCM is used to cluster the data that have been
clustered by SinglePass. Thus, the computational com-
plexity of the proposed strategy is O(nm +m2, which is
also less than n2, i.e., the complexity of two-step cluster-
ing is less than DBCM. Thus, two-step clustering effect-
ively speeding up the trajectory point clustering speed.

Improved trajectory prediction method
In this paper, based on the hidden Markov model, the
dataset is used to train the model firstly to generate the
implicit state attribution probability and the implicit
state transition probability in the model. Then, for the
trajectory to be predicted, we enumerate all possible
subsequent hidden states, use the forward algorithm to
calculate the probability of each state and take the most
probable state as the follow-up state predicted, and we
use the hidden state center (cluster center) as the predic-
tion trajectory point .The result of the model training is
to obtain the state transition probability matrix A and
the explicit state probability matrix B. We explain the
model training and model prediction steps of this
method in detail with the example as shown in Fig. 3.
In Fig. 3, there are five historical trajectories (The five-

pointed star represents the trajectory point. The order of
the five trajectories is shown by the arrow. The dotted
circle in the figure represents the clustering effect in the
previous step, in the present example, clusters c1-c5 are
obtained after clustering 17 trajectory points. To adapt
to the model, clusters are called “states” in the following
steps to represent the hidden states in the model.) First,
they are used for model training. The steps are as
follows:

1) The mesh size is firstly determined based on the
historical trajectory point coordinate range and the
cluster diameter. Assume that in this example, the
mesh is divided as shown in the figure, resulting in
sixteen grids b1-b16, making all historical trajectory
points in a grid.

2) The state transition probability matrix A and the
explicit state probability matrix B are established,
where the number of rows and columns of A is
respectively the number of states plus one and the
number of states (that is, in this example, A is a
matrix of 6 rows and 5 columns, in the matrix each
value represents the probability of shifting from the
number of rows minus one represented state to the
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state represented by the number of columns, where
the extra first behavior is the probability that the
initial state transitions to the first state); At the
same time, the number of rows and columns of B
represents the number of states and the number of
grids (in this example, B is a matrix of 5 rows and
16 columns. Each value in the matrix indicates that
the number of columns indicates the probability
that a point in the grid may belong to the state
indicated by the row number). All the values in
both matrices default to zero.

3) The historical trajectories used for training are
traversed, and the processing method of historical
trajectory 2 is described in detail in the following steps.

4) First of all, the first point of the historical trajectory
2 is b6, its belonging state is c2, and the previous
state is the initial state, so we add 1 to A[1][2] and
add 1 to B[2][6]. The second point of the historical
trajectory 2 is at the grid b7, and the affiliation state
is c4. At this time, the previous state is c2, so the
A[3][4] is increased by 1 and the B[4][7] is

increased by 1 at the same time .The third point of
the historical trajectory 2 is at the grid b8, the
belonging state is c4, and the previous state is c4, so
the A[5][4] is increased by 1 and the B[4][8] is
increased by 1 at the same time.

5) Do a similar operation on the other trajectories to
get the following matrix:

A ¼ð Þ

1 2 1
0 1 0
0 1 0

0 1
0 0
2 0

0
0
0

0
0
0

3
0
1

1
3
0

0
0
0

2
666664

3
777775

B ¼

0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 2 0 0 0 2 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 2 0 0 0 2 0 0
0 0 1 0 0 0 3 2 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

2
66664

3
77775

Fig. 3 Example for trajectory prediction method introduction
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6) For each value in the matrix A and matrix B, it is
divided by the sum of all the values in its row to get
the final probability matrix (the training part is
completed so far).

A ¼

0:2 0:4 0:2 0 0:2
0 1 0 0 0
0 0:33 0 0:67 0
0 0 0:75 0:25 0
0 0 0 1 0
0 0 1 0 0

2
6666664

3
7777775

In the example above, the detailed steps of the model
training are explained. The result of the model training
is to obtain the state transition probability matrix A and
the explicit state probability matrix B. The two matrices
are related to the prediction. The probability calculation
method used in the prediction of this paper is the for-
ward algorithm, whose essence is to calculate the prob-
ability of the next possible state, regardless of the
moving target’s previous state, and selects the largest
probability as the predicted state. In the following con-
tent, the specific method of prediction will be described
in detail around this example (the trajectory to be pre-
dicted has been shown in the figure, and it currently has
two trajectory points):

1) For the trajectory points currently existing in the
trajectory to be predicted, the probabilities of all the
states that proceed from the initial state to this
point are calculated sequentially from the initial
state using the forward algorithm according to the
matrix A and B.

2) First, the first point of the trajectory to be
predicted, where the grid is b5, and the previous
state is the initial state, so the calculation should
use the first row of A and the fifth column of B.
The specific calculation method is the probability
that the initial state transferres to each other state
multiplied by the probability that the point belongs
to the state(i.e., the value of the first row in A is
multiplied by the value of the first column in B to
get a probability vector). The calculation of this
step is shown in Table 1.

3) For the second point and follow-up point (in this
case, the trajectory has only two points. In practical
applications, the method for calculating the actual
existence of subsequent points is similar). The prob-
ability calculation method is slightly different from
the previous step, that is, it needs to be calculated.
The prior probability of the previous step is added
and the calculated probabilities are summed. That

is, if we are looking for the probability that the sec-
ond point belongs to c2, because we are not sure
about the state of the first point, we should find
that “the first point belongs to c1 and the second
point belongs to c2” and “the first point belongs to
c2 and the second point belongs to c2”, “the first
point belongs to c3 and the second point belongs to
c2”, “the first point belongs to c4 and the second
point belongs to c2” and “the first point belongs to
c5 and the second point belongs to the probability
of c2, and then sums the probabilities to get the
probability that the second point belongs to c2. In
the previous step, the probability that “the first
point belongs to c1“ has been calculated, while “the
first point belongs to c1 and the second point be-
longs to c2“ needs to be added to the former by the
limitation that “the state from the first point to the
second point is transferred from c1 to c2 and the
second point belongs to c2”, so the solution of this
probability is: P(c1) ∗ P (state transition from c1 to
c2) ∗P (second point belongs to c2) (that is, the so-
lution results of the first step multiplied by second
row and second column in A, and second row and
first column in B). After all the above probabilities
are calculated in a similar way, they are summed to
obtain the probability that the second point belongs
to c2. Similarly, the same problem can be solved for
the probability that the second point belongs to c1.
The solution method is shown in Table 2.

4) After that, it is needed to start solving the
probabilities of predicting the state. The solution to
this probability is similar to the previous step, but
since there is no specific trajectory point, there is
no need to add the explicit state transition
probability in the solution equation, in other words,
no B matrix is needed. The solution method for the

Table 1 The calculation of first point probability

Calculation equation Probability

P(c1) 0.2 × 1 0.2

P(c2) 0.4 × 0 0

P(c3) 0.2 × 0 0

P(c4) 0 × 0 0

P(c5) 0.2 × 0 0

Table 2 The calculation of second point probability

Probability

P(c1) 0.2

P(c2) 0

P(c3) 0

P(c4) 0

P(c5) 0
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next prediction state is shown in Table 3. It can be
seen that the probability that the next state in c4 is
the largest, so we should take the center point of
the c4 cluster as the next predicted trajectory point.

5) After predicting the position of the next trajectory
point, if the predicted length does not meet the
demand, the prediction needs to be continued. On
the basis of step (4), similar calculations are
performed again, and the results as shown in
Table 4 are obtained. That is, the state with the
greatest probability of the next step is c4, and the
center point of the c4 cluster is taken as the
predicted trajectory point of the next step.

When the predicted length reaches the demand, the
calculation is stopped, and the predicted trajectory point
is complemented (the following section will describe the
completion method in detail). At this point, the trajec-
tory prediction step is completed.

Trajectory complement method based on Bezier curve
interpolation
After using the SATP model to predict the trajectory
points, we get some distant trajectories (hidden states),
and the demand in this paper can predict relatively con-
tinuous motion trajectories. Therefore, this section in-
troduces the trajectory complement method based on
the Bezier curve in detail. In the previous research, the
two element functions are used to fit the trajectory
point, but the trajectory point may appear the same
horizontal coordinates and different ordinates. There-
fore, this method can’t meet the requirements of this
paper. In addition, the author finds [21] that the Bezier
curve is better to complement the trajectory with less
trajectory points, and does not need to be trained in ad-
vance but can achieve a relatively small error, so this
method will be used to complement the trajectory point.
The steps for a Bezier-based trajectory completion

method will be described in detail with Fig. 4. There
exist five points (a blue, five-pointed star) in a trace,
where the distance between point B and point C is too
large. This can be judged from B to C needing to make
up points operation. In this example, the effect after the
complement is shown in the figure. Among them, three
red five-pointed stars are the points obtained by applying

the complement method. The procedure of the point-of-
replenishment operation in this example is described as
follows:

1) Calculating the distance dis from B to C. Dividing
the dis by a shaping parameter PDIS to obtain 3,
determining that BC needs to fill 3 points between
two points.

2) Finding the vector AB

!

, then calculating the control
point A′ of the Bezier curve according to the

coordinates of the vector AB

!

and the point B, and
calculating the equation of the Bezier curve
according to the points B, A′, C.

3) Substituting t = 0.33, t = 0.67, t = 1 into the Bezier
equation respectively (because step (1) requires 3
points, 3 values are 1/3, 2/3 and 3/3 respectively),
finding the coordinates of the three points that
need to be complemented, and thus the completion
of this point is completed.

Section III: experimental results
This paper uses the improved SATP model to predict the
moving target’s trajectory points, in order to adapt to the
mass of trajectory point data. Furthermore, in order to re-
duce the amount of the data and speed up the model
training and prediction. This paper adopts the MDL
principle to simplify the trajectory points and two-step
clustering algorithm for clustering the trajectories in order
to reduce the number of implicit states in the model train-
ing. After the trajectory prediction, Bezier interpolation is
also used to complete the trajectory point.

Realization and verification of trajectory point clustering
algorithm
In order to improve the computational efficiency for the
prediction of moving target’s trajectory, this paper intro-
duces a two-step clustering based on SinglePass and
DBCM on the trajectory points before training on the
improved SATP model. This section implements Single-
Pass clustering, DBCM clustering and two-step cluster-
ing algorithm, respectively. The proposed method will
be evaluated in terms of clustering effect and clustering
speed. The clustering results of the three clustering algo-
rithms on the same data are shown in (a), (b), and (c) in

Table 3 The calculation of first predicted point probability

Probability

P(c1) 0

P(c2) 0.033

P(c3) 0

P(c4) 0.067

P(c5) 0

Table 4 The calculation of second predicted point probability

Probability

P(c1) 0

P(c2) 0.01089

P(c3) 0

P(c4) 0.08911

P(c5) 0
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Fig. 5, respectively. It can be seen from the Fig. 5(a) that
if the SinglePass clustering algorithm is used alone, the
clustering effect is poor, it can’t recognize irregularly
shaped clusters. Thus, the clustering results obtained by
SinglePass does not meet the needs of this paper. By ob-
serving the Fig. 5(b) and Fig. 5(c), we find that the clus-
tering results obtained by DBCM and two-step
clustering outperform the SinglePass, i.e., some samples
categories are correctly distinguished. Therefore, the
clustering results obtained by DBCM and two-step clus-
tering can meet the requirements of this paper. On the
other hand, we also find that the effect of using DBCM
algorithm is similar to that of using the two-step cluster-
ing algorithm proposed in this paper (Fig. 6).

Realization and verification of trajectory prediction
methods
The trajectory prediction method proposed in this paper
improves the prediction speed, but at the same time it
may reduce the prediction accuracy. Therefore, after im-
plement the algorithm, this paper also uses the same
project experimental data to test the improved model
and algorithm, and compare it with the original model
from two aspects of time consumption and prediction
accuracy.
This paper selects the first 1 billion to 2 billion pieces

of raw data (about 3 months to 6 months) as the input of

the training part, and selects 100,000 pieces of raw data
(about 2.5 h) as the input of the prediction part. Then
trains the original SATP model and the improved SATP
model proposed and perform trajectory prediction sep-
arately. Finally, the time of model training (including tra-
jectory point reduction and trajectory point clustering
steps), model predictive time, predictive deviation de-
gree, and predictive accuracy of the two models are re-
spectively counted.
From the two graphs in Fig. 7 (a) and (b), the original

SATP.
model spends more time on model training than the

improved SATP model. When the amount of data
reaches 1.6 billion, the training time of the original
SATP model has exceeded 30min, and the improved
SATP model exceeds 30 min when the data volume
reaches 2 billion. Therefore, the improved SATP model
is significantly faster in time than the original SATP
model. At the same time, in the model prediction, the
improved SATP model reduces the prediction time by
12 s on average compared with the original SATP model,
and can control the prediction time of each trajectory
within 100 milliseconds. It can be concluded that the
improved SATP model is significantly faster than the
original SATP model.
As can be seen from the two graphs in Fig. 8 (a) and

(b), as the amount of training data increases, the

Fig. 4 Example for Bezier trajectory completion method

Fig. 5 Clustering effect of the three clustering methods
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