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Abstract 

Web API is a popular way to organize network services in cloud computing environment. However, it is a challenge 
to find an appropriate service for the requestor from massive Web API services. Service clustering can improve the 
efficiency of service discovery for its ability of reducing search space. Latent Dirichlet Allocation (LDA) is the most fre-
quently used topic model in service clustering. To further improve the topic representation ability of LDA, we propose 
a new variant model of LDA with probability incremental correction factor (PICF-LDA) to generate the high-quality 
service representation vectors (SRVs) for Web API services. We first compute the words’ topic contribution degree 
(TCD) in the service description text by its context weight and part-of-speech (POS) weight. Then the probability 
incremental correction factor (PICF) for a word is designed based on TCD and the word’s maximum topic probability 
value. PICF is used to correct the probability distributions in SRVs. Experiments show that PICF-LDA has a better per-
formance than LDA, the variant LDA models and other state-of-the-art topic models in service clustering.

Keywords:  Web API, Cloud computing, Service clustering, LDA

© The Author(s) 2022. Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which 
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the 
original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or 
other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line 
to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory 
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this 
licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

Introduce
With the popularization of cloud computing technology, 
more and more enterprises have migrated their business 
systems to cloud service platforms [1]. Publishing cloud 
services is the main way for enterprises to encapsulate 
their business capability or products. Users can find suit-
able cloud services according to their needs [2]. As we all 
know, cloud computing can provide users with comput-
ing power, software and hardware resources. Therefore, it 
can greatly save the time and cost for the tenants to build 
new business systems [3].

Web API service is a common service publishing way 
in cloud computing environment [4]. Many enterprises 
have published a lot of web API services. For example, 
Google provides map service by multiple Web APIs, such 
as Static Maps API, Street View Image API, Distance 

Matrix API, Roads API, and Time Zone API. Given a 
road, we can embed its street view image with the speed 
limit into a web page by invoking Street View Image API 
and Roads API. Taking the website ProgrammableWeb 
as an example, we can find more than 25,000 web API 
services by the end of May 2022. It is convenient for us 
to build a new value-added application system by invok-
ing these Web APIs. However, how to find an appropri-
ate service for the users is becoming a challenge for the 
increasing number of Web API services published on the 
Internet [5].

Service clustering can group similar cloud services as 
a service cluster. It can reduce search space and improve 
the efficiency of service discovery [6]. Service cluster-
ing is widely used in service discovery. Early research on 
service clustering and discovery mainly focused on Web 
services described by WSDL. A WSDL document is a 
structured text with many tags. We can easily extract the 
feature information of Web services from the WSDL doc-
ument to achieve service clustering [7].
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Currently, the function descriptions of Web API ser-
vices are mostly organized by natural language [8]. The 
developers presented a short piece of text to describe 
the function, performance and usage of the Web API 
service. It is difficult to obtain the feature information 
about Web API services for the lack of tags in the service 
description texts [9]. To get the key feature of service 
description text, many researchers have applied topic 
models to generate topic vectors for Web API services 
[10–13]. These topic vectors are generated by service 
function description text. They are called service repre-
sentation vectors (SRVs) in this paper. Service clustering 
for Web API services was carried out by computing the 
similarity of these SRVs.

LDA is easy to use and robust in topic modeling [14]. 
It is widely used in service clustering, text mining, sen-
timent analysis and other fields. In many clustering 
methods, LDA and its variant models are employed 
to generate SRVs. However, LDA doesn’t consider the 
mutual position, semantic similarity and occurrence 
frequency of the words in the documents. In addition, 
some words with poor relevance to the topic will limit 
the quality of topic vectors generated by LDA [15]. 
Aiming to improve the express ability and semantic 
balance of topic modeling, we present a topic enhanced 
LDA with probability incremental correction factor for 
service clustering. The main contributions of this paper 
are as follows.

(1)	 Topic contribution degree (TCD), calculated by 
words’ occurrence frequency, context similarity and 
part-of-speech, is proposed to evaluate the impor-
tance of a word in generating SRVs.

(2)	 We design a probability incremental correction fac-
tor (PICF) for each word based on TCD. The qual-
ity of SRVs generated based on LDA is improved 
by integrating PICF to correct the topic probability 
distribution.

(3)	 An extensive set of experiments are implemented 
to evaluate the performance of PICF-LDA. Exper-
iment results show that the performance of PICF-
LDA outperforms LDA, some variant LDA mod-
els and state-of-the-art topic models in service 
clustering.

The rest of this paper is organized as follows. Related 
work introduces the related works on service cluster-
ing and LDA model. How to compute topic contribu-
tion degree for the words in service description text 
is presented in Topic contribution degree. PICF-LDA 
elaborates the proposed PICF-LDA. Experiment veri-
fies the effectiveness of PICF-LDA by service clustering 

experiments. Finally, conclusions and future work are 
presented in Conclusions.

Related work
Previous study on service clustering is mainly about the 
clustering methods of Web services which were described 
by Web service description language (WSDL). There are 
many tags in the WSDL documents, such as type, opera-
tion, input and output [16]. The feature information used 
in Web service clustering can be easily extracted from 
WSDL documents by these tags.

Kumara proposed a new approach to cluster Web 
services by mining WSDL documents and generating 
an ontology via hidden semantic patterns within the 
complex terms in service features to measure similar-
ity [17]. Wu clustered Web services by utilizing both 
WSDL documents and tags to handle the clustering 
performance limitation caused by uneven tag distribu-
tion and noisy tags. He employed tag co-occurrence, 
tag mining, and semantic relevance measurement 
for tag recommendation [7]. Agarwal proposed an 
approach based on Length Feature Weight. It is used 
to vectorize the pre-processed WSDL files after pre-
processing the WSDL documents. Experiments have 
proved that the proposed method outperforms the 
clustering done by using TF-IDF method for vector 
space representation of web services [18].

With the increasing number of cloud services described 
by natural language, it is difficult to obtain the service 
features from their description texts. So topic models 
are widely used in current service clustering. They are 
employed to extract topic features from the description 
texts of the cloud services. These topic features are used 
to perform service clustering. The topic models applied 
in service clustering mainly include LSA, LDA, BTM, 
HDP, and DMM [19]. Among the above models, LDA and 
its variants are the most widely used. Many researchers 
have managed to improve the performance of traditional 
LDA model. For example, Chen proposed WT-LDA 
which seamlessly integrates tagging data and WSDL doc-
uments through augmented LDA [20]. A semantic Web 
service discovery based on LDA clustering that learns the 
OWL-S Web service documents was presented by Zhao. 
It can make the documents more abundant of the seman-
tic information [21]. Shi put forward WE-LDA which 
used word2vec to obtain word vectors and cluster words 
into word clusters by K-means +  + . These word clusters 
were incorporated to the semi-supervised training pro-
cess of LDA [22].

Bukhari proposed Web service search engine (WSSE) 
by extracting topics from Web service descriptions 
based on LDA. WSSE is based on the probabilistic topic 
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modeling and clustering techniques that are integrated 
to support each other by discovering the semantic mean-
ing of Web services and reducing the search space [23]. 
Zhao employed Word2Vec to adapt the representation 
of services, and learned a list of similar words in service 
corpus. Moreover, He integrated TF-IDF into the simi-
larity calculation to filter noise words. This method can 
enhance LDA with the similar words finding and filtering 
strategy for service clustering [24]. As following work, 
Zhao proposed a model named as HRT-LDA. The effects 
of different tags on clustering performance are consid-
ered in HRT-LDA. A tag filtering and appending strat-
egy based on transfer learning, Word2vec, TF-IDF and 
semantic computing is integrated into LDA. Experiments 
shows that HRT-LDA outperforms the state-of-art LDA 
in service clustering [25].

Web service structure was modeled as Weighted 
Directed Acyclic Graph (WDAG) by Baskara. Then Bi-
term Topic Model was employed to mine the topic on 
the WDAG for high precision service similarity calcula-
tion [26]. To improve topic modeling accuracy, an SP-
BTM that only chooses the words with specific parts-of 
speech to form biterms was proposed by Hu and Liu 
[27]. After using the HDP model to solve service vec-
tors’ dimension problems, Cao adopted SOM neural 
network to cluster these service vectors [28]. Fletcher 
deployed the HDP technique to extract topics from ser-
vice description and user requirements to enhance the 
discovery of services [29].

Some clustering methods in other fields also have 
enlightening significance for us to improve the quality 
of service clustering. For example, Li proposed an adap-
tive time interval clustering algorithm based on density 
grid. The algorithm can perform adaptive time-interval 
clustering according to the size of the real-time ship 
trajectory data stream, so that a ship’s hot zone infor-
mation can be found efficiently and in real-time [30]. 
Zhao presented an efficient framework to cluster previ-
ous summaries with new data. It significantly outper-
forms the existing incremental face clustering methods 
[31]. Xue developed a novel density-based clustering 
approach for incomplete data based on Bayesian the-
ory, which conducts imputation and clustering concur-
rently and makes use of intermediate clustering results. 
Experimental results show the effectiveness of the pro-
posed method [32].

A data-driven clustering recommendation method, 
called DDCR, is proposed to recommend hierarchi-
cal clustering or spectral clustering for scRNA-seq data. 
They perform DDCR on two typical single cell cluster-
ing methods, SC3 and RAFSIL, and the results show that 
DDCR recommends a more suitable downstream cluster-
ing method for different scRNA-seq datasets and obtains 

more robust and accurate results [33]. Hu presented a 
two-level weighting strategy to measure the importance 
of views and features. A collaborative working mecha-
nism is introduced to balance the within-view clustering 
quality and the cross-view clustering consistency [34]. 
Xiong proposed a semantic clustering news keyword 
extraction algorithm based on TextRank. It uses the word 
vectors and k-means clustering to obtain semantic clus-
tering. The proposed algorithm has greater precision, 
recall, and F1 value than the traditional TextRank and 
Term Frequency-Inverse Document Frequency (TF-IDF) 
algorithms [35].

Topic contribution degree
To make up for the deficiency of LDA in considering the 
words’ mutual position, semantic similarity and occur-
rence frequency, we propose the concept of TCD to 
express the importance of a word in generating the SRVs. 
TCD calculates the words’ weights in generating SRVs 
from three aspects: word context similarity, word fre-
quency and part-of-speech. Relevant definitions about 
cloud service and TCD are presented as follows.

Definition 1. (Web API service) A Web API service is a 
5-tuple s=(Id, n, t, d, c), where 

(1)	 Id is the ID number of the service;
(2)	 n is the name of the service;
(3)	 t is the set of service tags;
(4)	 d is the service description text;
(5)	 c is the category of the service;

Definition 2. (service representation vector) Given a 
Web API service s, if srv = (k1, k2, …, ki, …, kn) is the topic 
vector generated by a topic model based on s.d, then srv 
is called the service representation vector of s.

Definition 3. (semantic similarity of words)wi and wj 
are two words in a piece of text T  , Vwi and Vwj are the 
word vectors of wi and wj respectively, the semantic 
similarity of words wi and wj is defined as 
SemSim(wi,wj) =

Vwi
•Vwj

|Vwi
|×|Vwj

|.

Definition 4. (context fitness of word) d is a document 
including m different words. wi is a word in d. The context 
fitness of word wi in d is defined as Context_Fitness(wi, 
d) =  kSemSim(wi,wk)/(m− 1) . k=1,2, …, m and k! = i.

Definition 5. (TF-IDF of word) d is a document in the 
document set D. wi is a word in d. The TF-IDF of word wi 
in d.is defined as TF-IDF(wi, d, D) = TFwi*IDFwi.

Here, TFwi = Nwi/Nw. Nwi and Nw are the number of 
wi in d and the total word number of d, respectively. 
IDFwi

= lg |D|
|{j:wi∈dj}| , |D| is the number of documents in D 

and j  is the number of documents including the word wi.



Page 4 of 13Shen et al. Journal of Cloud Computing           (2022) 11:19 

Definition 6. (context weight of word) d is a docu-
ment in the document set D. wi is a word in d. The 
context weight of word wi in d.is defined as CW(wi, 
d) = Context_Fitness(wi, d)* TF-IDF(wi, d, D).

Definition 7. (POS weight) d is a document in the 
document set D. For each word w in d, the POS weight, 
denoted as PW(w, d), is a weight value assigned on w by 
its part-of-speech in d.

A word can better reflect the text topic if it appears 
frequently or has a high semantic similarity with other 
words. We know from the Definition 6 that the con-
text weight of a word reflects the importance of a word 
in the text from the perspectives of word frequency 
and semantic similarity. It can be used to evaluate the 
importance of a word in generating SRVs.

In the service description, nouns are usually used to 
describe the function and operation objects of a cloud 
service. Verbs are mostly used to describe the opera-
tions or tasks contained in this service. Adjectives are 
commonly adopted to evaluate the quality of the cloud 
service. By introducing the part-of-speech of words, we 
further distinguish the importance of various words in 
the service description text when they are used to gen-
erate SRVs. The SRVs can be further optimized once 
the words in the service description are given different 
part-of-speech weights.

To comprehensively consider the influence of context 
weight and POS weight on generating SRVs, we present 
a concept of topic contribution degree (TCD).

Definition 8 (topic contribution degree) The topic 
contribution degree of a word w in document d is 
defined as TCD(w, d) = CW(w, d)*PW(w, d).

How to compute the TCD for words in the ser-
vice description text is presented in Algorithm 1. Two 
empty set Corpus_w and TCD_S are firstly initialized in 
line (1). Corpus_w is used to store the service descrip-
tion texts for the cloud services in S. TCD_S is the 
set of TCD value for the words in service description 
texts. All the words in the services’ description texts are 
added to Corpus_w by the codes from line (2) to line 
(4). Then, Word2vec is employed to train the vectors 
for each word in Corpus_w. These vectors will be used 
to calculate the semantic similarity between the words 
in context weight.

We compute TCD for each word form line (6) to 
line (12). The word’s context weight is obtained by its 
context fitness and TF-IDF in line (8). The tool NLTK.
pos_tag and stanfordcorenlp are used to determine the 
part-of-speech for every word in a service description 
text. The TCD value is computed based on the word’s 
context weight and POS weight in line (9). It should be 
noted that the POS weight is set as a super parameter. 
We take the quality of SRVs as the optimization goal to 

evaluate POS weight for the words with different part-
of-speech by adjusting parameters. The evaluated TCD 
value will be added to the set TCD_ S. The algorithm 
will finally return the set TCD_S.

PICF‑LDA
LDA is a topic model which can learn the hidden topic 
information of the existing documents and return topic 
vectors in the form of probability distribution. LDA is 
an efficient tool in topic modeling and text clustering 
domain. The graphical model of LDA is shown in Fig. 1. 
Here, n is the nth word in document d. α and η are topic 
parameter and proportions parameter; K  is the number 
of topics; θd is per-document topic proportions; Zd,n rep-
resents doucument-word matrix while Wd,n represents 
words’ probability distribution.

Fig. 1  Graphical model of LDA
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LDA assumes that the prior distribution of document 
topics is a Dirichlet distribution. For any document d , its 
topic distribution is θd = Dirichlet(−→α ).

Here, −→α  is a hyper-parameter vector which have K 
dimensions. Then, the topic assignment of the n th word 
in document d can be calculated as zdn = multi(θd) . Sim-
ilarly, LDA assumes that the prior distribution of words 
in the topic is Dirichlet distribution, that is, for any topic 
K, its word distribution is βk = Dirichlet(−→η ).

Finally, the observed word probability distribution of 
wdn is wdn = multi(βzdn) . As shown in formula (1), the 
joint distribution of all the visible variables and the hid-
den variables in the LDA model can be approximated by 
Gibbs sampling.

we propose a new variant model of LDA with probabil-
ity incremental correction factor (PICF-LDA) to gener-
ate high-quality SRVs. The graphical model of PICF-LDA 
is shown in Fig.  2. An incremental correction factor is 
presented to correct the probability distribution value 
of SRVs. The incremental correction factor for word n 
in document d is represented as PICF(d, n). The value of 
PICF(d, n) is assigned as the product of TCD(d, n) and 
argmax(d, n). Here, argmax(Wd,n) refers to the maximum 
probability value of all the topics for n in the word-topic 
distribution matrix Wd,n.

PICF-LDA is an improved LDA model. It enhances the 
quality of topic vectors by utilizing PICF to correct the 
topic probability distribution. Algorithm 2 shows how to 
generate SRVs by PICF-LDA. An empty set EQ_srv is ini-
tialized in line (1). It is used to store the enhanced-quality 

(1)
p
(
wd , zd , �d , �k |�, �

)
=
∏N

n=1
p(�d|�)p(zdn|�d)p(�k |�)p(wdn|�k )

SRVs for cloud service s in S. Then, the preprocessed 
web service description texts are sent to the LDA model 
to obtain srv(s), Wd,n and θd in line (3). Here srv(s) is the 
SRV for cloud service s, Wd,n is the word-topic matrix 
and θd is document probability distribution.

The correction of SRVs is organized in line (6) to line 
(12). Each word in the service description text needs to 
be processed as follows when PICF-LDA performs prob-
ability correction.

For the word n in s.d, we first find its the maximum 
topic probability distribution argmax(Wd,n) and its 
related topic (denoted as kmax-topic). Then the cor-
rection factor for the word n is presented as PICF(d, n) 
in line (9). Here, we introduce λ to balance the order of 
magnitude for PICF. Finally, the value of θkmax_topic ,d in 
srv(s) will be updated by θkmax_topic ,d * PICF(d, n). Algo-
rithm 2 returns the enhanced-quality SRVs in line (13).

Experiment
In this section, we carry out a series of clustering experi-
ments to verify whether the quality of SRVs generated 
by PICF-LDA is better than LDA and other topic mod-
els. The pipeline process for cloud service or Web API 
clustering is shown in Fig.  3. All the experiments were 
conducted on a PC with Intel i7-8750 h and 16 GB RAM 
under Win10.

We first crawled the Web API services from cloud plat-
forms, such as ProgrammableWeb and Casicloud. After 
preprocessing, the description information about these 
API services are transformed into service clustering texts. 
Then PICF-LDA is employed to generate SRVs based on 
the service clustering texts. Finally, K-means +  + algo-
rithm is used to cluster these Web API services based on 
the SRVs generated by PICF-LDA. The performance of 
the proposed PICF-LDA is compared with LDA, the vari-
ant LDA models and other state-of-the-art topic models 
from three evaluation metrics.Fig. 2  Graphical model of PICF-LDA
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Dataset
An example of Web API service crawled from Program-
mableWeb is provided in the left part of Fig. 4. The main 
information that we can get about a Web API service 
includes: service name, service tag, service category and 
service description text. Following steps are used to pro-
cess the service description texts.

(1)	 Text splitting: The words in the service description 
are separated by spaces.

(2)	 Removal of irrelevant characters and stopwords: In 
this step, firstly, irrelevant characters like punctuations 
marks, URLs, newline, special symbols, and quotes 
are removed from descriptions because they don’t play 
any role for service clustering. After that, unnecessary 
words like ‘a’, ‘an’, ‘the’, ‘what’ etc. are removed.

(3)	 Lowercase conversion: All the words are converted 
into lowercase.

(4)	 Lemmatization: Lemmatization is used to convert a 
word with tense or voice changes into its root form.

(5)	 Addition of service tag and category: Words in 
service tag and category are added into the service 
description text.

After the above five steps, we have generated new descrip-
tion texts that can be used for service clustering. The text on 
the left side of Fig. 4 is the service description text processed 
by the above steps for “Tweet Archivist API”.

We crawled 22,832 Web API services from Program-
mableWeb. To ensure the quality of services participat-
ing in service clustering, the Web API service has been 
removed once its service description is less than 15 
words. Meanwhile, categories with less than 20 services 
were also eliminated. The final data set in our experiment 
contains 19,241 Web API services. They are preprocessed 

Fig. 3  Pipeline process for cloud service/Web API clustering

Fig. 4  An example of Web API service
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to generate the new service description texts for ser-
vice clustering experiments. We rank service categories 
according to the number of Web services they include. 
The top 20, 50, 80 and 132 Web API service categories 
are chosen as the classification benchmark category. They 
are named DS1, DS2, DS3and DS4, respectively. We will 
carry out the experiments on these data sets with differ-
ent granularity. Table1 presents the outline of datasets.

Evaluation Metrics
Let X = {x1, x2, ..., xk} and Y = {y1, y2, ..., yk} be the pre-
dicted clustering labels and the real category labels, 
respectively. The following evaluation metrics are 
employed to observe the performance of different topic 
models.

Normalized Mutual Information (NMI)
NMI is used to evaluate the degree of consistency 
between two samples. It is the normalization of mutual 
information (MI) score. The calculation method is shown 
in formula (2).

MI(X ,Y ) is the mutual information of X and Y . It 
reflects the correlation degree between X and Y  . H(x) 
and H(y) represent the entropies of X and Y  respectively. 
F  is the normalized function. The range of NMI value is 
[0,1]. The higher score means the better clustering quality 
in view of NMI.

Fowlkes‑Mallows scores(FMI)
FMI is defined as the geometric mean of paired precision 
and recall rate. The calculation method is shown in for-
mula (3).

where, TP is the number of true positive (the num-
ber of positive samples predicted as positive class), FP 
is the number of false positive (the number of negative 
samples predicted as positive class) and FN is the num-
ber of false negative (the number of positive samples 
predicted as negative class).

The range of FMI value is [-1,1]. The higher score 
means the better clustering quality in view of FMI.

Silhouette Coefficient (SC)
For a sample x, let a be the average distance from other 
samples in the same category, and b be the average 

(2)MNI(X ,Y ) =
MI(X ,Y )

F(H(X),H(Y ))

(3)

FMI(X ,Y ) =
TP(X ,Y )

√
(TP(X ,Y ) + FP(X ,Y ))(TP(X ,Y ) + FN (X ,Y ))

Table 1  Outline of datasets

DataSet Service components Number 
of 
services

DS1 Top 20 9394

DS2 Top 50 14,768

DS3 Top 80 17,516

DS4 Top 132 19,421

Table 2  Influence of POS

PWn PWa PWv SC NMI FMI CS PWn PWa PWv SC NMI FMI CS

0.1 0.1 0.8 0.5504 0.2962 0.2401 1.0867 0.3 0.4 0.3 0.5425 0.2959 0.2400 1.0784

0.1 0.2 0.7 0.5497 0.2966 0.2405 1.0868 0.3 0.5 0.2 0.5399 0.2947 0.2402 1.0748

0.1 0.3 0.6 0.5501 0.2961 0.2402 1.0864 0.3 0.6 0.1 0.5455 0.3030 0.2410 1.0895

0.1 0.4 0.5 0.5633 0.3060 0.2412 1.1105 0.4 0.1 0.5 0.5358 0.2946 0.2399 1.0703

0.1 0.5 0.4 0.5491 0.2954 0.2403 1.0848 0.4 0.2 0.4 0.5359 0.2974 0.2402 1.0735

0.1 0.6 0.3 0.5544 0.3054 0.2418 1.1016 0.4 0.3 0.3 0.5382 0.3019 0.2411 1.0812

0.1 0.7 0.2 0.5469 0.2944 0.2404 1.0817 0.4 0.4 0.2 0.5376 0.2967 0.2400 1.0743

0.1 0.8 0.1 0.5509 0.2973 0.2404 1.0886 0.4 0.5 0.1 0.5395 0.3027 0.2412 1.0834

0.2 0.1 0.7 0.5436 0.2943 0.2402 1.0781 0.5 0.1 0.4 0.5298 0.2972 0.2402 1.0672

0.2 0.2 0.6 0.5436 0.2953 0.2403 1.0792 0.5 0.2 0.3 0.5285 0.2948 0.2400 1.0633

0.2 0.3 0.5 0.5505 0.3053 0.2417 1.0975 0.5 0.3 0.2 0.5300 0.2973 0.2401 1.0674

0.2 0.4 0.4 0.5438 0.2947 0.2403 1.0788 0.5 0.4 0.1 0.5267 0.2939 0.2402 1.0608

0.2 0.5 0.3 0.5511 0.3036 0.2412 1.0959 0.6 0.1 0.3 0.5233 0.2957 0.2401 1.0591

0.2 0.6 0.2 0.5404 0.2865 0.2388 1.0657 0.6 0.2 0.2 0.5238 0.2957 0.2399 1.0594

0.2 0.7 0.1 0.5517 0.3049 0.2415 1.0981 0.6 0.3 0.1 0.5243 0.2968 0.2402 1.0613

0.3 0.1 0.6 0.5390 0.2936 0.2401 1.0727 0.7 0.1 0.2 0.5168 0.2958 0.2400 1.0526

0.3 0.2 0.5 0.5414 0.2944 0.2397 1.0755 0.7 0.2 0.1 0.5146 0.2955 0.2402 1.0503

0.3 0.3 0.4 0.5420 0.2954 0.2399 1.0773 0.8 0.1 0.1 0.5109 0.2967 0.2400 1.0476
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distance from the nearest samples in different catego-
ries. The Silhouette Coefficient of x is given by formula 
(4).

The range of SC value is [-1,1]. The higher score 
means the better clustering quality in view of SC.

Baseline models
To verify the performance of PICF-LDA, we have 
chosen the LDA and the following three variant LDA 

(4)SC(x) =
b− a

max(a, b)

models as baseline models to verify the performance 
of our method on DS1 to DS4. Meanwhile, the topic 
models HDP, BTM, DMM and LSA were employed to 
perform service clustering. The service clustering qual-
ity was also evaluated between our method and these 
state-of-the-art topic models.

(1)	 LDA-K: This method uses the traditional LDA and 
K-means +  + to perform service clustering.

(2)	 WE-LDA [21]: In WE-LDA, the word vectors 
obtained by Word2vec are clustered into word 
clusters by K-means +  + algorithm and these word 
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Fig. 5  Performance comparison between PICF-LDA and variant LDA 
models in DS1
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Fig. 6  Performance comparison between PICF-LDA and variant LDA 
models in DS2
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clusters are incorporated to semi-supervise the 
LDA training process, which can elicit better dis-
tributed representations of Web services.

(3)	 ST-LDA [23]: In ST-LDA, Word2vec is adopted 
to adapt the representation of services, and learn 
a list of similar words in service corpus. TF-IDF is 
integrated into similarity calculation to filter noise 
words for LDA.

(4)	 HRT-LDA [24]: In HRT-LDA, the effects of dif-
ferent tags on clustering performance are con-
sidered. A tag filtering and appending strategy 
based on transfer learning, Word2vec, TF-IDF 
and semantic computing is integrated into 
LDA.
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Fig. 7  Performance comparison between PICF-LDA and variant LDA 
models in DS3
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Fig. 8  Performance comparison between PICF-LDA and variant LDA 
models in DS4

Table 3  Performance improvement of PCIF-LDA and variant LDA 
models

Model NMI FMI SC

LDA 38.2% 37.0% 22.1%

WE-LDA 6.3% 23.8% 17.3%

ST-LDA 7.7% 28.2% 17.7%

HRT-LDA 4.0% 14.3% 8.4%
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Result and comparison
Compared with the traditional LDA model, the probabil-
ity increment correction factor is added into PCIF-LDA. 
PCIF consists of three parts: context weight, TF-IDF 
and POS weight. The words’ context weights and TF-
IDFs can be calculated by algorithm  1. POS weight is 
a super parameter, which needs to be set by parameter 
adjustment.

We take DS1 as an example to set POS weights in this 
section. All the words in service description texts are 
divided into nouns, verbs, adjectives and adverbs accord-
ing to their part-of-speeches. The adjectives and adverbs 
were given the same POS weight in this experiment. We 
use PWn, PWv and PWa to denote the POS weights for 

the nouns, verbs, adjectives and adverbs, respectively. 
The evaluation metrics SC, NMI and FIM were investi-
gated during the adjustment of POS weights.

To comprehensively find the optimal POS weight 
in view of CS, NMI and FMI, we use CS (comprehen-
sive score) to sum the value of three evaluation metrics. 
Table 2 provides the scores of various evaluation metrics 
with different POS weight in our experiment. We can see 
that highest quality of SRVs appears in the POS weight 
(0.1, 0.4, 0.5). That is the PICF-LDA shows the best per-
formance when the weights of nouns, adjectives and 
verbs are set as 0.1, 0.4 and 0.5 in DS1.

After determining the POS weights for each data-
set, we verify the quality of SRVs by service clustering 
experiments on the dataset DS1 to DS4. The comparison 
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Fig. 9  Performance comparison between PICF-LDA and non-LDA 
models in DS1
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Fig. 10  Performance comparison between PICF-LDA and non-LDA 
models in DS2
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models are LDA, WE-LDA, ST-LDA and HRT-LDA. 
K-means +  + algorithm is employed to perform service 
clustering.

We compare the performance between PICF-LDA 
and variant LDA models. The scores of three evalu-
ation metrics for different datasets were presented 

in Figs.  5, 6, 7 and 8. We can see that PCIF-LDA has 
achieved better performance than other models in 
every evaluation metric and dataset. It proves that the 
introduction of PCIF has improved the quality of SRVs. 
Compared with the given models, the performance 
improvement data for each evaluation metric of PCIF-
LDA was shown in Tab. 3. PCIF-LDA improves the 
topic extraction performance of the traditional LDA 
model by more than 22%. Compared with the other 
three state-of-art variant models, PCIF-LDA has also 
enhanced the scores of valuation metrics by 4%-28.2%. 
Therefore, PCIF-LDA is effective and advanced to 
extract the topic information for service clustering.

Besides LDA, HDP, BTM, DMM and LSA are also the 
commonly used topic models for service clustering. We 
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Fig. 11  Performance comparison between PICF-LDA and non-LDA 
models in DS3
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Fig. 12  Performance comparison between PICF-LDA and non-LDA 
models in DS4

Table 4  Performance improvement of PCIF-LDA and non-LDA 
models

Model NMI FMI SC

HDP 21.9% 24.0% 5.6%

BTM 17.8% 23.6% 11.9%

DMM 32.8% 23.0% 10.3%

LSA 31.1% 33.1% 39.2%
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compared the performance between PICF-LDA and 
these state-of-the-art topic models. The score of NMI, 
FMI and SC for different datasets were presented in 
Figs.  9, 10, 11 and 12.  We can see that PCIF-LDA has 
achieved better performance than these topic models in 
every evaluation metric and dataset. Table 4 shows the 
promotion proportion of different evaluation metrics in 
four data sets. The scores of NMI, FMI and SC has been 
increased by 17.8% to 32.8%, 23.6% to 33.1%, and 5.6% 
to 39.2%, respectively.

Conclusions
Although there are many new topic models, LDA is 
still widely used in service clustering for its ease of 
use and robustness. The researchers have also pro-
posed a series of improved models for LDA. These 
variant models perform well in topic extraction. To 
further improve the performance of LDA in service 
clustering, we proposed an improved LDA model 
which is named as PICF-LDA. TCD is first presented 
to help determine the contribution of words in topic 
extraction. Then PICF is designed to correct the 
probability distribution of SRVs. PICF-LDA can gen-
erate high-quality SRVs for the cloud services and 
improve the quality of service clustering. We verify 
that the quality of SRVs generated by PICF-LDA is 
better than LDA and its variant models by experi-
ments. Meanwhile, PICF-LDA also has a better the 
topic extraction performance than state-of-the-art 
topic models in service clustering.

In future work, we will investigate how to improve 
the performance of PICF-LDA from the perspective of 
feature word extraction. We will also apply the PCIF to 
other topic models to verify the universal effectiveness 
of the proposed method.
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