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Abstract 

Allocating resources is crucial in large-scale distributed computing, as networks of computers tackle difficult opti-
mization problems. Within the scope of this discussion, the objective of resource allocation is to achieve maximum 
overall computing efficiency or throughput. Cloud computing is not the same as grid computing, which is a version 
of distributed computing in which physically separate clusters are networked and made accessible to the public. 
Because of the wide variety of application workloads, allocating multiple virtualized information and communication 
technology resources within a cloud computing paradigm can be a problematic challenge. This research focused on 
the implementation of an application of the LSTM algorithm which provided an intuitive dynamic resource allocation 
system that analyses the heuristics application resource utilization to ascertain the best extra resource to provide for 
that application. The software solution was simulated in near real-time, and the resources allocated by the trained 
LSTM model. There was a discussion on the benefits of integrating these with dynamic routing algorithms, designed 
specifically for cloud data centre traffic. Both Long-Short Term Memory and Monte Carlo Tree Search have been 
investigated, and their various efficiencies have been compared with one another. Consistent traffic patterns through-
out the simulation were shown to improve MCTS performance. A situation like this is usually impossible to put into 
practice due to the rapidity with which traffic patterns can shift. On the other hand, it was verified that by employing 
LSTM, this problem could be solved, and an acceptable SLA was achieved. The proposed model is compared with 
other load balancing techniques for the optimization of resource allocation. Based on the result, the proposed model 
shows the accuracy rate is enhanced by approximately 10–15% as compared with other models. The result of the pro-
posed model reduces the error percent rate of the traffic load average request blocking probability by approximately 
9.5–10.2% as compared to other different models. This means that the proposed technique improves network usage 
by taking less amount of time due, to memory, and central processing unit due to a good predictive approach com-
pared to other models. In future research, we implement cloud data centre employing various heuristics and machine 
learning approaches for load balancing of energy cloud using firefly algorithms.
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memory (LSTM), Cloud Data Centre (CDC)
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Introduction
Cloud services are extensively employed by both com-
panies and individuals in the 21st and 22nd centuries 
due to their efficiency and dependability among oth-
ers. One of the significant aspects of cloud data centres 
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is to ensure that their management techniques produce 
energy reduction and reduction in the environmental 
impact. Therefore, it is critical to deploy new techniques 
or enhance existing ones to ensure that the resources 
required to reduce energy consumption are maximally 
allocated to balance the load in the deployment of lead-
ing-edge technology such as the Internet of things, and 
blockchain technology, among others. In large-scale 
distributed computing, where machines are networked 
to tackle difficult optimization problems, resource allo-
cation is an extremely important aspect of the process. 
Within the scope of this discussion, the objective of 
resource allocation is to achieve maximum overall com-
puting efficiency or throughput [20, 32]. Contrast this 
with grid computing, in which disparate clusters in dif-
ferent locations are interconnected and made available 
to users, and it becomes clear that cloud computing is a 
unique concept. Cloud computing has quickly become 
the de facto standard for network infrastructure in the IT 
industry. Increases in both the number of people using 

and paying for Internet-based services are factors in the 
meteoric ascent of cloud computing components (see 
Fig.  1). There is now no doubt that cloud computing is 
the most cost-effective IT breakthrough for business use. 
Because of this, small, medium, and failing businesses 
now have a fighting chance against larger enterprises by 
having access to computer hardware. It is a system that 
tries to evolve with very few or no limits because of its 
freedom of use, which is achieved through virtualization 
and software that is service-oriented.

The utilization of computer resources may now be 
carried out in one of three separate ways as a direct 
result of cloud technology. There is no need to worry 
about the stress and initial expense of procuring equip-
ment, premises, and the IT supply chain. These strat-
egies include, among other things, the ability to be 
flexible and pay for services on an as-needed basis. In 
the same way that we use water and gas daily, the cloud 
computing environment provides users with access to 
information technology resources. By connecting to a 

Fig. 1  Machine Learning-based Cloud Computing Conceptual Components [11]
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remote server located in a data centre, managed by a 
third party such as Microsoft Azure, Amazon Web Ser-
vice (AWS), Facebook, or Google, customers can access 
a wide range of network, storage, computational, and 
software capabilities. Cloud innovation has gained a 
large amount of attention across the research, industry, 
academic, and commercial sectors due to its perfor-
mance features (use flexibility, swift resource aggrega-
tion, network predominance, and so on), as well as its 
fast-growing percentage of IT expenditure.

According to the National Institute of Standards and 
Technology (NIST), “cloud computing” is “a framework 
that enables widespread, comfortable, on-demand inter-
net backbone access to a consensual pool of resources 
that can be rapidly allocated and initiated with minimal 
coordination by the service provider” [24]. Allocating 
virtualized information and communication technology 
resources in a cloud computing paradigm is a difficult 
problem to solve because different application work-
loads (MapReduce, content distribution, and network 
web applications) exist with conflicting requirements 
for the allocation of information and communication 
technology resource capacity (response time, execution 
time, resource utilization, etc.). Due to limited avail-
able resources and growing customer demands, this job 
of resource allocation becomes increasingly difficult. As 
a result, several novel models and strategies have been 
developed to efficiently distribute resources. Some tech-
niques have made use of dynamic resource allocation 
methods and models, which centre their attention on a 
variety of restrictions or objectives to optimize resource 
allocation.

Predicting network capacity based on real-time studies 
of traffic is a major obstacle to increasing cloud comput-
ing’s efficiency [1]. Cloud computing, being extremely 
dynamic and requiring high data rates, is often insuf-
ficiently served by wide area networks (WANs) that are 
based on optical transportation technologies. This is due 
to the network management plane’s primary focus on 
network resources while ignoring cloud resource availa-
bility. These disadvantages can be reduced by using Deep 
Learning (DL) and Machine Learning (ML) technologies 
to automate network self-configuration and fault man-
agement. Offline supervised techniques are used in most 
research findings on DL and ML for optical networks. 
According to its core assumption, the models are given 
training on past data before being deployed to real-world 
events. This limitation is often not relevant to wide area 
networks (WANs) because of how quickly traffic patterns 
may change [21, 27]. Innovative analytic strategies are 
required to successfully mine this massive volume of net-
work data for information of relevance. It is speculated 
that the conceptual underpinnings of machine learning 

and deep learning might provide workable answers for 
the processing of network data.

Automated dynamic resource allocation is used to 
adjust the way cloud resources are used to better cor-
respond with the optimization aim of the cloud service 
provider, which is to maximize the use of computing 
resources. This is accomplished by changing how cloud 
resources are used. This goal can be met by adjusting 
the utilization of cloud resources to the previous objec-
tive. This study employs an automated dynamic resource 
allocation system using a machine learning algorithm for 
the intuitive provision of cloud resources before demand. 
This approach analyses the heuristic data from resource 
utilization when certain applications are employed by 
customers and provides the optimal resource for that 
application with consideration to user configuration. This 
resource allocation provides the extra resource when 
need to keep resource utilization optimal, where unused 
cloud resources are freed up for reallocation.

The first novelty of our approach is the changing com-
position of computation clusters in the traffic patterns 
depending on the system parameters. Our approach in 
fact, did not consider small cell cloud as a pre-established 
entity, but was considered as a cluster that is dynami-
cally built which is able to develop long-term reliance by 
sustaining continuous error flow via constant error car-
ousels (CEC). In [16], the authors proposed various strat-
egies of cluster information that could be adopted for a 
single user case using recurrent neural network as pre-
built unit which may be difficult to train long temporal 
relationships because the gradient tends to inflate with 
time. Our strategy varies in its objectives. Our first strat-
egy in changing composition of computation clusters in 
the traffic patterns is to minimize the experienced small 
cell cloud latency and to moderate traffic volumes for the 
LSTM to provide an adequate SLA. A second strategy in 
our approach is to reduce the power consumption trade-
off and its costly small cells from the clusters in the US26 
and Euro28 network. In our approach, these computation 
clusters provisioning and resources allocation are mutu-
ally and concurrently optimized for optimal performance 
of our approach.

The second novelty of our approach is the distributed 
computation abilities of the LSTM where each node 
builds its own load vector by gathering data of other 
nodes. By distributed approach, our model makes deci-
sions locally using local load vectors. This can be applied 
for dynamic and adaptive system topology by consider-
ing the current state of the system during load balancing 
to identify system status changes; and, by changing their 
parameters dynamically. The distributed computational 
ability implemented in our approach improves the system 
efficiency by reducing task response time while keeping 
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acceptable delays. For many existing approaches for load 
balancing and resource allocation in the cloud, small 
network cells with lower overall delays are selected for 
participating in the computation process by treating the 
tasks as first in first out (FIFO) manner. Treating tasks 
in this manner may not be the best scheduling practice 
especially in circumstances where tasks characteristics 
vary in latency constrictions and computation load. At 
contrary, in our proposed approach, many cloud cells 
can be included as much as needed both in the US26 
and Euro28 network to compute the task. The novelty 
of our approach has two major contributions to knowl-
edge. First, it has a customizable design where metrics 
(scalability, performance, response time, overhead asso-
ciated), scheduling rules, and clustering objectives can 
be set according to individual applications and network 
requirements. Even though our approach used only US26 
and Euro28 network, other network requirements can be 
implemented with this design. Secondly, our approach 
resides on reduced complexity for optimizing multi-
parameters. This promises high perceived user’s quality 
and acceptable service level agreement (SLA).

In summary, this paper reviews different machine 
learning algorithms and optimization methods for 
resource allocation in the cloud by discussing how opti-
mization techniques such as genetic algorithm (GA) can 
offer the uppermost performance in the field. Under-
standing these techniques is essential to enhance energy 
efficiency and performance analysis when determining 
the best load balancing technique. Also, we present how 
machine learning algorithms such as deep neural net-
works and support vector machines are applied to energy 
consumption prediction in the cloud environment. We 
present a framework for improving energy efficiency in 
the cloud through optimized resource allocation using 
the LSTM machine learning algorithm on two network 
traffic loads Euro28 and US26 respectively. Lastly, we 
present how multi-objective optimization methods using 
machine learning can efficiently allocate resources by 
balancing the load while focusing on dipping the amount 
of energy consumed as well as reducing violations in the 
service level agreement while improving the quality of 
service instantaneously.

Related work
Cloud computing
Cloud computing became ubiquitous not long after the 
launch of Amazon. Elastic Compute Cloud Product in 
2006. This opened the door for other large service pro-
viders to embrace cloud computing and construct cloud 
system networks with increased resiliency. Computing 
in the cloud is an intriguing breakthrough because of its 
pay-as-you-go pricing model and its versatility. Cloud 

computing solutions, function by deploying a large cen-
tral server across multiple geographical locations and 
then distributing resources from the servers based on 
demand. As more advanced tools have been made avail-
able, there has been a rise in demand for specific fea-
tures of cloud computing. Industries and organizations 
are always on the lookout for a high-capacity network 
with readily available storage devices to enable the run-
ning of their businesses on inexpensive PCs. Because 
of the pervasive nature of business nowadays, there has 
been a meteoric rise in cloud computing use. Linux, for 
example, was widely used and made available for numer-
ous platforms in 2019 thanks to cloud virtualization and 
custom architecture. Data centres provide the backbone 
for all these processes by hosting software programs with 
intensive processing needs. Even though cloud comput-
ing is gaining popularity in the information technol-
ogy industry due to the many benefits it offers, there are 
still looming impediments to cloud innovation. Some 
of these impediments include governance, data compli-
ance, security worries, uncertainty in energy efficiency, 
and adoption strategy difficulties. These challenges are 
areas of worry, and the endeavour is to discover workable 
remedies.

The term “cloud computing” (CC) refers to a paradigm 
that has recently become the most well-known and com-
monly used one in the fields of information technol-
ogy and telecommunications (ICT). Cloud customers 
may not always perceive the value of cloud innovation, 
even though they support their everyday search service 
directly or indirectly through Internet activities. Because 
of its importance in the worlds of computers and engi-
neering, cloud computing has become a popular term 
in communication. Cloud computing services enable 
growing and underprivileged nations to receive required 
services without limitation, facilitating rapid economic 
progress [29]. Before the cloud innovation period, 
establishing a traditional data centre by a company was 
a difficult process due to the cash requirements for 
both maintenance and the initial infrastructure invest-
ment. In contrast, we are now utilizing cloud services, 
in which a computer commodity can simply be rented 
based on need and the program may be deployed with-
out stress. Many businesses (big and small) are attempt-
ing to balance their operating costs while also gaining 
access to superior efficiency tools (such as platforms, 
infrastructure, and proprietary software), optimizing 
CC innovation services becomes unavoidable due to 
the numerous benefits that align with business require-
ments. Users have simple, consistent, and scalable access 
to a shared pool of programmable network assets when 
the cloud computing performance approaches are based 
on a utility-based commercial model. This concept is the 
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foundation for cloud computing. Customers can make 
use of the channels of their choosing, based on the spe-
cific needs they have, owing to the dependable and mal-
leable process that is made possible by virtual machines 
hosted in the cloud.

Using Genetic Algorithms (GA) and lightweight simu-
lators, Lee et  al. [17] devised what they term Topology 
Aware Resource Allocation, a model that can predict-
ably allocate resources in an IaaS environment (TARA). 
This model’s goal was to optimize the Map Reduce, and it 
recorded a 50% job completion time when benchmarked 
against the application-independent allocation. Toosi 
et al. [39] developed a Resource Allocation System (RAS) 
for a cloud service model that was based on the concept 
of infrastructure as a service (IaaS). This was done to 
improve the price and profitability of their client’s busi-
nesses. This RAS employs a proposed policy to enhance 
resource usage by sourcing resources from other service 
providers that are not in use. Xiao, Song, and Chen [41] 
adopted a different approach for the IaaS cloud service 
model, to optimize computation for better eco-friendly 
computation utilization. This is achieved via the intro-
duction of a skewness algorithm, which measures the 
mismatch of resources in multi-dimensional resource 
utilization, integrating a set of heuristics into their sys-
tem to prevent system overload.

Load balancing and resource allocation
Load balancing
The concept behind load balancing is to distribute the 
workload in an equitable manner across all the accessi-
ble information technology resources. Even if a service 
is down, the key purpose is to keep the service running 
by providing the procedures with acceptable resource 
utilization. Load balancing also focuses on lowering task 
delay and optimizing resource usage, resulting in cost-
effective, improved system performance. It also offers 
versatility and flexibility for uses with varying dimensions 
that may change in the future, necessitating the use of 
more IT resources. Other goals include reducing energy 
use and carbon emissions, as well as avoiding congestion 
by supplying resources and meeting QoS standards [9, 
13]. As a result, it demands an appropriate load planning 
mechanism that considers numerous measures.

Load balancing is a mechanism for dispersing a load of 
many users, over one or more connections, servers, ter-
minals, or other IT resources [10]. This cloud-based tech-
nique differs from the traditional architecture of true load 
balancing. In the cloud industry, many academics across 
the world are researching and developing various types 
of optimum resource techniques. The approach employs 
run-time dispersion to properly balance IT resources and 
improve performance. In addition to load balancing, we 

have various additional concerns such as execution time, 
VM performance, energy savings, VM migration, carbon 
emissions, QoS and resource management, and so on 
[22, 42]. Aslam and Shah [4] researched heuristic-based 
approaches and employed a variety of load types to gain 
enhanced workflow in the cloud environment. These 
loads included network, CPU, memory, and others. In 
their 2017 study, Balaji and Saikiran considered a variety 
of different problems related to resource allocation and 
suggested a resource allocation technique that is effective 
for large task demands. Arunarani et al. [3] conducted a 
detailed investigation of various job scheduling strategies 
and determined measures suited for the cloud environ-
ment. Initially, their literature was centred on method-
ologies, parameters, and applications. A few researchers 
applied security [38] measures to various metrics used in 
the load balancing context.

Even though cloud computing has garnered a lot of 
attention, it still has several drawbacks, one of which is 
load balancing. Some of the challenges facing load bal-
ancing in cloud computing include:

•	 Virtual Machines (VM) Migration: A whole machine 
may be perceived as a file or series of files using vir-
tualization, and a VM can also be relocated between 
physical computers to relieve the burden on a heav-
ily loaded actual machine. Spreading the workload 
uniformly throughout a data centre or cluster of data 
centres is the top priority. Is there a way to dynami-
cally spread the load in cloud computing systems to 
prevent bottlenecks from occurring? This inquiry is 
pertinent to the process of moving virtual machines.

•	 Service provisioning automation:  The elasticity of 
cloud computing, which enables resources to be 
instantly assigned and released, is one of its most 
enticing features. What are the best ways to use or 
release cloud resources while maintaining conven-
tional system performance and utilizing optimal 
resources?

•	 Data storage management: Data stored over the 
network has expanded at an exponential pace over 
the last decade, and data storage management has 
become a critical problem for cloud computing, even 
for organizations that subcontract their data storage 
or for individuals. How can we migrate data to the 
cloud in such a way that it can be effectively stored 
while remaining easily accessible?

•	 The development of micro data centres for computing 
in the cloud: Micro data centres may be less expen-
sive, more energy efficient, and more useful than 
large data centres. Small businesses can offer com-
puting in the cloud services, making geo-diversity 
computing possible. To provide enough reaction time 

RETRACTED A
RTIC

LE



Page 6 of 17Ashawa et al. Journal of Cloud Computing           (2022) 11:87 

with an efficient allocation of resources, load balanc-
ing will become an issue on a global scale.

•	 Energy Management: Economies of scale are one of 
the benefits of cloud usage. Energy conservation is 
essential in a global economy because a limited num-
ber of global resources are supported by a limited 
number of companies rather than everyone having 
their own.

Through effective work scheduling and resource alloca-
tion approaches, several contemporary scheduling meth-
ods can keep load balance and provide improved results. 
It is vital to use resources efficiently to maximize revenues 
with optimum load balancing algorithms. An investigation 
into a few load balancing strategies or approaches used in 
cloud computing was offered by Ray and De Sarkar [35]. 
The purpose of the study was to first provide an examina-
tion of the execution of load-balancing algorithms that 
were based on qualitative components that had been 
defined for cloud simulation and then to make conclu-
sions regarding these components. Aslam and Shah [4] 
gave an organized and complete survey of the research on 
cloud computing load balancing techniques. The research 
examined the most recent load balancing tools and strat-
egies from 2004 to 2015. It aggregated current techniques 
aiming at delivering equitable load balancing. The authors’ 
classification gave a clear and succinct understanding of the 
underlying model used by each technique.

To prevent being locked at a local optimum, Mousavi 
et al. [26] presented a novel load balancing method that 
incorporates a teaching-learning based optimization 
algorithm (TLBO) and genetically weighted optimiza-
tion (GWO )to balance the workload across all virtual 
machines while maximizing throughput (VMs). On 11 
test functions, hybrid results were evaluated using parti-
cle swarm optimization (PSO), biogeography-based opti-
mization (BBO), and genetically weighted optimization 
(GWO). A simulation of the hybrid algorithm was run to 
test the suggested load-balancing approach. The poor fis-
cal benefit of service providers is attributed to inefficient 
resource and power use. As a result, data centres could 
employ an efficient resource strategy of management. 
Because of this, Kumar, Singh, and Mohan [15] designed 
a novel load-balancing architecture to maximize the 
use of data centre resources while decreasing operating 
expenditures. For implementing the best allocation of 
VMs over onsite computers, the framework used a modi-
fied genetic algorithm. The test findings showed that the 
suggested framework outperformed current and three 
other common heuristics-based VM placement tech-
niques by up to 45.21%, 84.49%, 119.93%, and 113.96% in 
terms of resource consumption. Self-directed workload 
forecasting (SDWF) is a technique suggested by Kumar, 

Singh, and Buyya [14] that uses the difference between 
actual and predicted workloads to better anticipate future 
workloads. The neural networks in the model are trained 
using an improved heuristic based on black hole occur-
rences. The proposed method was put through its paces 
with the use of six different real-world data streams. 
Accuracy was measured against a state-of-the-art model 
built with tools like deep learning, evolutionary algo-
rithms, and backpropagation. This approach decreased 
the mean-square forecast error by 99.9% compared to the 
usual method. To evaluate the forecasting framework, 
Friedman and Wilcoxon signed-rank tests were used.

Task scheduling helps load balancing significantly, and 
task scheduling closely follows the standards of the Ser-
vice Level Agreement (SLA), a contract provided to con-
sumers by cloud developers. The LB algorithm considers 
significant SLA factors such as the Deadline. Considering 
the features of Quality of Service (QoS) tasks, VM prior-
ity, and resource allocation, Shafiq et al. [36] suggested a 
method targeted at optimizing resources and improving 
Load Balancing. Based on a literature review, the sug-
gested LB solution solved the difficulties and the research 
gap. When compared to the present Dynamic LB algo-
rithm, the proposed LB algorithm utilizes 78% of the per-
mitted resources. It also performed admirably in terms of 
execution time. Khan et al. [11] offered a complete analy-
sis of current research issues in machine learning-based 
resource management, existing ways to address these 
challenges, as well as their benefits and drawbacks. The 
report went on to suggest potential future research topics 
based on present research obstacles and limits.

Swarna et  al. [37] recently conducted a study on load 
balancing of energy cloud using wind driven and firefly 
algorithms in internet of everything. Their research used 
energy efficiency cloud based on internet of everything 
composing of three components namely, Internet of Eve-
rything (IoE), cloud storage and data processing, and 
end-user services. Their research focused on integrat-
ing two diverse paradigms shift to develop an intelligent 
information processing technology to provide valuable 
services to the end users. This study optimized energy 
utilization by clustering the various internet of things 
network using Wind Driven Optimization Algorithm. In 
their approach, for each cluster, optimized cluster head 
(CH) was chosen using the Firefly Algorithm.

Li et  al. [19] conducted a study on Computation Off-
loading in Edge Computing Based on Deep Reinforce-
ment Learning to solve the edge computing problem of 
multiple subtasks. Their study proposed a Task Mapping 
Algorithm (TMA) based on deep learning reinforcement. 
Using a directed acyclic graph, the DAG task was trans-
formed with the Graphic Sequence Algorithm to deter-
mine the offloading decision of all subtasks based on the 
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sequence order. The Graph Sequence Algorithm chooses 
the higher priority task to execute earlier without violat-
ing the computing dependency. The result shows that 
the algorithm of the Task Mapping Algorithm based on 
deep learning reinforcement proposed in their study can 
achieve higher user comprehensive profit.

Resource allocation
The research by Naik and Kavitha Sooda [28] explored the 
purpose of the criteria that are considered while allocat-
ing resources, these are referred to as resource allocators 
and resource allocation algorithms. The cost of allocation, 
resource consumption, processing time, and reliability were 
all used to classify the criteria for the resource allocator in 
the study. A resource allocator structure was also provided, 
which considered the user’s request, the service level agree-
ment, and the status of the resource. Also provided was an 
approach for constructing the resource allocator model.

Gomathi and Karthikeyan [7] proposed a hybrid swarm 
optimization approach for work assignments in the allo-
cated context. The goal is to provide load balancing by min-
imizing the longest job completion time across processors. 
The two main components of this optimization strategy are 
task scheduling operations and using the particle swarm 
algorithm (PSA) to determine the most efficient allocation 
of resources across all tasks. Each aspect of this approach 
reflects the matching of tasks to requirements and criteria. 
allocating and managing resources in the cloud, there are 
some drawbacks identified in this research which include:

•	 Performance and online profiling of workload:  In 
cloud resource management research, the major ele-
ments of the workloads of major corporate provid-
ers are not satisfactorily resolved. They do not even 
consider the lifetime virtual resource use of VMs, for 
example. The vast majority of research has focused 
on online task profiling, which is impractical given 
that the performance evaluation may not be accessi-
ble until VMs are turned off.

•	 Multiple Resource Usage in VM Consolidation:  By 
consolidating virtual machines (VMs) onto fewer 
hosts, we may increase the number of VMs while 
reducing the number of hosts and energy needed to 
run them. Most of the research considered focuses 
on the amount of current CPU time being consumed 
by the host to evaluate whether it was overloaded. 
The consolidation process may become less effec-
tive because of unnecessary VM movement and host 
energy mode adjustments.

•	 Cloud Network Traffic and temperature:  The present 
VM allocation research includes a variety of strate-
gies for verifying that each host is equipped to do the 
work before designating a single VM to it and various 

VM resources. Because the application demand fluc-
tuates, having a variety of high and low resource use, 
from time - to – time, this method results in inefficient 
resource utilization. In today’s data centers for clouds, 
lowering the temperature of the host is a challeng-
ing operation. This is created by the heat that is emit-
ted during the host’s energy consumption process. To 
maintain the temperature of the host below the thresh-
old, cooling systems are used to remove this dissipated 
heat. This greater temperature has a direct influence on 
cooling system costs and has been considered a tough 
challenge for resource management systems to address.

•	 Software-based energy metering:  Current servers 
come equipped with several energy meters to keep 
track of how much power is being consumed, but 
these meters are unable to record the amount of 
power used by a virtual machine (VM). This is since 
measuring software’s energy usage effectively is diffi-
cult and expensive. Data center energy budgets indi-
cate that the rising cost of running servers has made 
progress in the virtual machine (VM) compression 
phase more challenging.

Materials and methods
Utilization of Long Short-Term Memory (LSTM) 
machine learning algorithm for improving cloud effi-
ciency through optimized resource allocation techniques 
for load balancing is essential in monitoring network 
traffic load. This section focused on using LSTM) algo-
rithm to model the LSTMP unit’s input gate controls the 
control signal into the memory cell.

Fundamentals of the approach to long short‑term memory 
(LSTM)
Hochreiter and Schmidhuber proposed using an LSTM-
equipped recurrent neural network [16]. It may be dif-
ficult to train long temporal relationships in a regular 
recurrent neural network because the gradient tends to 
evaporate or inflate with time. LSTM, on the other hand, 
may develop long-term reliance by sustaining continuous 
error flow via ‘constant error carousels’ (CEC). Several 
changes have been made to the initial LSTM since then. 
An investigation into the way LSTM was utilized in Sak’s 
“predicted” form was carried out. LSTMP devices have 
input and output gates. The LSTMP unit’s input gate, 
controls the control signal into the memory cell, while 
the output gate controls data out. LSTMP’s forget gates 
allow adaptive forgetting and resetting of memory cells.

Each LSTMP unit has a recurrent and non-recurrent 
projection layer. Two projection layers are replaced with 
one equal layer. LSTM Neural Network is a version of 
the Recurrent Neural Network (RNN) that avoids the 
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growing gradient problem. The neural network’s efficient 
backpropagation (learning) of the error correction is ham-
pered by this gradient problem (new fact). As a result, it is 
unable to learn facts from large datasets, implying that the 
RNN has a short memory, which led to the development 
of the Long Short-Term Memory variant. The construc-
tion of the LSTM is shown to be like a chain (Fig. 2), along 
with a single memory cell. Each enormous square block in 
this picture is intended to stand in for a memory cell.

The horizontal line that cuts across the top of the cell 
symbolizes the state of the cell, which is a crucial part 
of LSTM. Each cell that makes up the LSTM network’s 
“hinge” contributes to its production. The LSTM algorithm 
has the flexibility to either add to or remove from this cell’s 
state as needed. Another LSTM structure called gates does 
this operation. Gates (as shown in Fig.  2) and pointwise 
multiplication operations are produced by the sigmoid 
activation function. Three gates regulate how information 
about the status of the cell is passed, as indicated in the dia-
gram above which are the forget, input, and output gates. 
Hochreiter and Schmidhuber discovered LSTM networks 
in 1997 [8]. Since then, there have been modifications made 
to the memory cell layout to conduct experiments in a vari-
ety of application fields. The following equations describe 
the computations in a normal single LSTM cell:

(1)ft = σ Wf .[ht − 1]+ bf

(2)it = σ(Wi.[ht − 1]+ bi)

(3)Čt = tanh(Wc.[ht − 1]+ bc)

(4)Ct = ft∗Ct − 1+ it∗Čt

where the activation functions that are being employed 
are the sigmoid function () and the hyperbolic tangent 
function (tanℎ), it, 𝑓𝑡, 𝑜𝑡, 𝐶𝑡 and 𝐶𝑡̃ indicate the input 
gate, forget gate, output gate, memory cell content, and 
new memory cell content, respectively. The sigmoid 
function is made up of three gates, as was previously 
stated, and the hyperbolic tangent function is applied to 
increase the output of a cell.

Algorithms
Closest Data Centre
The easiest strategy was used first, to distribute traf-
fic within the nearest data center using the Closest Data 
Center (CDC) method. Between the nearest DCs and the 
request source, k shortest candidate pathways were evalu-
ated. A request is then allocated to assess if it is possible 
to assign it to a specific DC using the collection of can-
didate pathways. The RMSA technique was used to allo-
cate requests in the optical layer by utilizing the returned 
path to DC as the starting point. Since this was not the 
case, the request was refused. Depending on the number 
of candidate pathways, the time intricacy of this approach 
was linear.

where V, denotes a set of vertices (nodes), E is a set of 
directed edges (fibre links) O(log d) is equal to the time 
complexity of this algorithm.

Monte Carlo Tree Search
Algorithm 1 describes the steps needed to implement DC 
request processing using Monte Carlo Tree Search. The 

(5)ot = σ(Wo.[ht − 1]+ bo)

(6)ht = ot∗tanh(Ct)

(7)(O(|P||E|log|V|))

Fig. 2  LSTM cell with four interacting layers [30]
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single node in the tree that is at the very beginning of the 
MCTS is known as the root node. Up until a certain com-
putational budget, β is consumed, the subsequent steps 
are then carried out. Simply said, β denotes the values of 
search tree layers that will be built.

First, a search tree is built, with the values for the 
current DC and network resource used at the root. For 
each (DC, candidate path) combination, the root has 
|R| x k children that can be used to fulfil the current 
DC request. Existing DC request distribution is used 
in Monte Carlo simulation runs to further the depth of 
the search tree up to β levels. It has been calculated that 
the ideal budget value (β) is equal to five using tuning 
simulations. To determine the value of a leaf node at a 
certain depth, the efficiency ratings of all the DCs and 
optical connections in the network are combined. After 
that, the pair of the DC and the prospective path that is 
corresponding to the child of the core that has the low-
est consumption measure is chosen to fulfil the request 
(It is regarded as the most favoured child). |Aς| is the 
representation of the number of randomly selected chil-
dren that should be considered for each search, and is 
the representation of the computational budget β. This 
yields the algorithm’s runtime as O (|Aς| x β). Aibin [1] 
for further information on MCTS and how cloud data 
centers may use it.

Algorithm 1: Monte Carlo Tree Search (MCTS)

Long‑short term memory with forget gates
There is a common set of building blocks at the heart 
of all recurrent neural networks. Figure  3 represents 
the general structure of these modules and is rather 
straightforward, consisting of just a single hyper-
bolic function denoted by the symbol tanh. The struc-
ture of LSTM networks resembles a chain, but each 

module has four neural levels that communicate with 
one another (see Fig. 4).

Algorithm 2: Long-Short-TermMemory (LSTM)

Most importantly, LSTMs are characterized by a single 
storage cell that is represented by a horizontal line with 
x and + that travels over time t. The process of learn-
ing is sped up as a result. This memory cell’s contents 
can be altered by utilizing gate architectures in vari-
ous ways. The first σ is known as the forget gate A, 0 or 
1 from an activation unit determines whether the LSTM 
should entirely forget its prior state (Xt-1) or maintain it 
for further usage. In this case, the presence of an input 
gate with and tanh allowed the process to incorporate 
new information into the current state while preserving 
the existing activation structure. + was connected to this 
gate. The filtered data from the cell will then be produced 
using an activation unit. O (log d) is the time complexity 
for this method. Algorithm 2 displays the LSTM with for-
get gates’ pseudo-code that has been customized for the 
optimization issue. The main function of the LSTM is to 
compute new information by either remembering or for-
getting the prior states. In this instance, if the traffic flow 
has altered (lines 2–8) is considered. The algorithm was 
initially trained to utilize data sets which were produced 
by several traffic sources to enable LSTM to categorize 
traffic patterns. In the next paragraphs, the procedure’s 
subparts will be outlined. If LSTM notices a shift in traf-
fic patterns, it will use the present state of the network 
to determine the best DC and the most efficient route to 
it. All prior measures of usage will be thrown out during 
this process (lines 2–5). Throughout the simulation, the 
LSTM’s neural network is continually studying the traf-
fic patterns. The information on how many regenerators 
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are available in the network is what was sent as the out-
put data to the next LSTM cell (lines 9–13). Spectrally 
efficient modulations were encouraged (8-, 16-, 32-, 
64-QAM) if there are more than 50% of regenerators 
available; otherwise, QPSK or BPSK was chosen. The DC 
was returned and routed to determine if it is possible to 
allocate the request; otherwise, null.

Simulation setup
Both the Euro28 network (consisting of 28 nodes, 82 uni-
directional linkages, 610  km of total link length, and 7 
DCs) and the US26 network (consisting of 26 nodes, 84 
unidirectional links, 754 km of total link length, and 10 
DCs) were subjected to an investigation, and 100 regen-
erators were placed in each node of both networks. Uti-
lizing the AWS website allowed for the discovery of the 
locations of both data centers and interconnection con-
nections [2]. There are ten m3.2xlarge Amazon EC2 
computers accessible in each data center location. In the 
first three months of 2019, AWS fees were the primary 
factor in the cost of DC infrastructure where the optical 
layer was manufactured with EON technology. Based on 
hypothetical requirements, the full 4 THz spectrum was 
sliced into 320 slices of 12.5 GHz. PDM-OFDM technol-
ogy employing a wide variety of modulation schemes, 

including QPSK, BPSK, and x-QAM (where x is 8, 16, 
32, or 64) was also developed because this setup com-
bined EON and BV-Ts. Bit-rate constraints of 40 Gbps, 
100 Gbps, and 400 Gbps were met by employing the 
three different BV-Ts. Three more networks that pro-
cess data from other nations are now connected to each 
of the networks. Physical connection degradation (fibre 
attenuation, component insertion loss) and regeneration 
were explored. The traffic model, developed using a Cisco 
Visual Networking Index forecast for 2020, accounted for 
PaaC, SaaS, and SaaC requests [6]. In this paper, simula-
tion in three (3) scenarios were considered:

•	 one source of traffic (the Poisson distribution, 
because it is the one that is utilized most of the time 
[40];

•	 a traffic trend that changes randomly, quickly, Pois-
son [25], and Constant Uniform [18].

•	 a rapid change in the traffic trend, connection fail-
ures, and (same distributions as above).

The average arrival rate of λ was found to be between 3 
and 7 requests per unit of time, with a confidence level of 
95%. The requests’ lifetimes were exponentially distributed, 
with the mean value 1 = 1/γ where = 0.01%. Erlangs (ER) 

Fig. 3  Single recurrent neural network with a single repeating module. Source: Aibin, Michal. [1]

Fig. 4  Long short-term memory network. Source: Aibin, Michal. [1]
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λ/γ, are a measurement that may be used to determine the 
volume of traffic. Their range is from 300 to 700. In the sce-
narios involving the Euro28 and the US26, there are a total 
of 500,000 requests. It should be noted that in the third 
scenario, the examination was only carried out on service 
restoration, not normal path protection or any other sur-
vivability mechanism. This option is taken to test the algo-
rithms’ capacity to recover and reconfigure the network 
quickly. To continue handling the requests that were missed 
due to the connection loss, the queue is refilled. Due to the 
uncommon nature of optical node failure, the simulation 
only considered a single instance of a failed multi-link [34]. 
(up to three links dissolved at the same time). To replicate 
real-world situations, the recovery time is set to 50/γ.

Toolkits platforms and risk management
The tool employed for the technical development of this 
study was the deeplearning4j class library which contains 
the LSTM machine learning algorithm. This library only 
works with a 64bits Java Virtual Machine (JVM) ver-
sion i.e. a system with a Java Development Kit (JDK) of 
64 bits was installed. Its minimum requirement is JDK 7, 
which means systems with JDK versions lower than JDK 
7 cannot run the Deeplearning4J library [5]. The Deep-
learning4J contains machine learning algorithm data-
set pre-processors and feature extractors. It facilitated 
the training and parameter configuration of the training 
phase, where the trained system was retrained till an effi-
cient system was achieved, where the system was able to 
accurately allocate resources intuitively.

The risk strategy adopted for this study is Risk Avoid-
ance, which requires the risk to be eliminated by tak-
ing actions that ensure the risk does not occur. For each 
resource item, the items were acquired in the early stages 
of this research, all items were tested and functional, 
which include the PC for development, articles for litera-
ture, and the Deep learning 4 J library. The datasets have 
been acquired and reviewed to provide the insight neces-
sary for the trained LSTM machine learning algorithm to 
intuitively allocate resources based on application usage. 
To avoid the risk of the technical difficulty of develop-
ing the application for this study, relevant resources were 
acquired and reviewed to contain all the information 
required to develop an efficient application, while avoid-
ing common bottlenecks in similar endeavours.

Experimental results
Scenario 1
Initial experiments focused on Case 1. The CDC algo-
rithm fails to meet expectations, yielding over 10% BP 
for both the Euro28 and US26 networks (see Fig. 5). The 
acceptable Service Level Agreement (SLA) is typically 
specified by the industry at a maximum of 1%. The two 

top algorithms, MCTS and LSTM, are what we concen-
trate on next. Both algorithms produced the best out-
comes for light traffic loads (less than 400 ER) (0%). At 
traffic loads between 400 and 450 ER, BP initially mani-
fests itself. Despite this, the BP for LSTM and MCTS was 
considerably lower than the highest SLA. Around 600 
ER, the first BP rise becomes apparent. It was the point 
at which the network’s resources begin to run out. The 
spectrum that was accessible was constrained and the 
number of regenerators is dwindling. Investigating the 
potential for more resources can help us find a solution. 
Finally, it was mentioned that MCTS performs margin-
ally more efficiently than LSTM when network traffic 
trends are not changing quickly. This is because, when 
traffic patterns stay constant, MCTS can construct 
intricate search trees to forecast the optimum routing 
choices. Table 1 shows the service cost per hour in dollars 
for scenario #2. 

Scenario 2
Then, simulations for scenario #2 were run, in which 
the traffic pattern changed often (see Fig.  6). To make 
the graphics easier to read, we did not include the data 
provided by the CDC algorithm because they were 
subpar. The LSTM produces far better outcomes than 
MCTS, which is the primary distinction between the 
first two situations in terms of the performance of the 
algorithms. It was observed that MCTS experienced 
performance concerns when the traffic trend changed. 
The effectiveness of the algorithm is decreased since 
MCTS fails to immediately recognize the new style and 
instead generates the same predictions as before. Get-
ting the maximum degree of accuracy takes time. For 
light to moderate traffic volumes, the LSTM provides 
an adequate SLA. In conclusion, a comprehensive look 
at the pattern reveals that the US26 network produces 
somewhat worse outcomes compared to the Euro28 
network. One major difference between the network 
architectures of the US-26 and the Euro-28 is the rea-
son for this. The nodes of US26 are spread out over 
both borders of the continent, but Euro28’s nodes are 
concentrated in a single area. Table 2 shows the service 
cost per hour in dollars for scenario #2.

Scenario 3
Simulating scenario #3 was the last part (see Fig.  7). 
LSTM was the ideal algorithm. As it reacts to new 
modifications more efficiently than MCTS or straight-
forward CDC, it enabled the speedy restoration of ser-
vices. For light and moderate traffic volumes, the LSTM 
obtained a respectable SLA. The variances between 
MCTS and LSTM in error reduction are about 10–15%. 
A sequence of infinite data with indeterminate time 

RETRACTED A
RTIC

LE



Page 12 of 17Ashawa et al. Journal of Cloud Computing           (2022) 11:87 

may be processed and predicted with the LSTM algo-
rithm. A key idea of MCTS is that LSTM outperforms 
Markov models because of their relative insensitivity to 
gap length. Table 3 shows the service cost per hour in 
dollars for scenario #3 (Table 4).

Comparison with recent state of the art
Focusing on the cost of service (CoS) (as shown in 
Tables 1, 2 and 3), MCTS and LSTM not only had supe-
rior BP performance but also had a reduced OPEX. The 
US26 network’s CoS is somewhat greater than the Euro28 
networks. It supports the findings that CoS and BP are 
impacted by various network designs. Since comput-
ing the network output and using backpropagation is 
less expensive than using LSTM, MCTS gives margin-
ally lower fees for huge traffic when their trends do not 
change. Additionally, the trends diverge in cases where 
the request pattern changes quickly. The LSTM thus 
emerges as the most affordable option. Early detection of 
changes in traffic patterns enables LSTM to “forget” prior 
information and begin utilizing new patterns to apply 
new rules. Because MCTS is continually creating search 
trees without considering the quick changes, it takes 
longer for it to get used to new traffic circumstances. 
Only under light traffic volumes did both algorithms pro-
vide comparable prices. Because of the low traffic loads, 
the poor routing choices have little effect on the CoS, 
as they don’t use many of the network’s resources. The 
LSTM outperforms competing algorithms considerably 
under growing traffic loads and increasingly unpredict-
able traffic trends. The final example illustrates the point 
quite well. Each poor choice is substantially more expen-
sive since it necessitates rerouting the requests that were 
turned down because of the unavailability of resources 

and grounded network connections. Making practical 
judgments on resource reallocation and leasing requires 
an understanding of the basic performance indicators of 
load, allocated resources, and application evolution over 
time, we compared our results with the state of the art 
with the research of [23]. By addressing these concerns, 
it will be clear that it is difficult to understand the opera-
tion of any large computer system, including the cloud. 
The first is that computer operating systems-based cloud 
technologies do not provide real-time assurances. Sec-
ond, and perhaps more crucially, a fundamental theory to 
guide as useful tools are built to forecast and regulate the 
performance of programs is required. This is a basic sce-
nario for computer systems, but because cloud environ-
ments use an extra virtualization layer on top of which 
cloud apps run, it stands out even more.

Furthermore, it has been demonstrated via debate and 
analysis of state-of-the-art methodologies that no sin-
gle strategy can entirely address all challenges that are 
related to load balancing. The researchers uncovered this 
fact. For instance, whereas some solutions completely 
disregard QoS, dependability, and scalability, others 
do. Additionally, while most of the studied mechanisms 
used simulation to assess the suggested processes, sev-
eral others did not. To evaluate the implications that size 
might have on system performance in a large-scale set-
ting, future research should either use real cloud systems 
or a simulator like CloudSim. According to the reviews 
of various studies, efforts to decentralize load balancing 
are now being made [12, 33]. In theory, it makes sense to 
see the resources available in a data centre as a unified 
whole. On the other hand, it might not be the best option 
in any kind of failure scenario that could influence the 
way the system works. Because of this, an adaptive load 

Table 1  Summary of related work

Technique Platform Metric Pre-processing Prediction section References

Sla Approach Cloud Service Level Agreement Yes Multi section [29]

Genetic Algorithm IaaS cloud Price And Profitability No One section [17]

Skewness Algorithm IaaS cloud System Overload No Multi section  [41]

Adaptive Prediction Cloudsim Resource Utilization/ Load 
Balancing/QOS

No Multi section [13]

Heuristic Approaches Cloud-based Quality of Service, Resource 
Management,

No Multi section [10]

Hybrid Algorithm (TLBO, GWO) Google Trace data centre Maximizing Throughput Yes Multi section [26]

Dynamic LB Algorithm, Cloudsim Quality of Service, Short-Term 
Host Utilization Prediction

No One section [36]

Resource Allocator Model. Ali baba Data Set Cost Of Allocation, Resource 
Consumption, Processing Time, 
And Reliability

No One section [28]

Hybrid Swarm Optimization 
Approach

Cloud Efficient Allocation of 
Resources, Minimizing the 
Longest Job Completion Time

No Multi section [7]
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Fig. 5  Scenario #1: The Euro28 (on top) and the US26 (bottom)

Table 2  Service cost per hour (in Usd), scenario #1

Network Euro28 US26

Traffic Load CDC MCTS LSTM CDC MCTS LSTM

300 ER 4.98 3.79 3.66 5.47 5.04 4.57

350 ER 5.21 3.94 3.91 6.19 5.16 5.20

400 ER 5.88 4.17 4.18 6.64 5.50 5.35

450 ER 6.01 4.44 4.41 6.91 5.94 5.90

500 ER 6.28 4.92 4.62 7.28 6.39 6.19

550 ER 7.02 5.22 5.31 8.07 7.04 6.90

600 ER 7.14 5.28 5.51 8.35 6.86 6.94

650 ER 7.29 5.62 5.91 8.38 7.08 7.56

700 ER 7.67 5.88 6.21 9.20 7.52 8.32
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Fig. 6  Scenario #2: The US26 and the Euro28 (on top) (bottom)

Table 3  Service cost per hour (in Usd), scenario #2

Network Euro28 US26

Traffic Load CDC MCTS LSTM CDC MCTS LSTM

300 ER 5.83 3.98 4.03 6.70 5.25 5.19

350 ER 5.63 4.53 4.34 6.41 5.66 5.60

400 ER 6.64 4.42 4.60 7.51 5.88 6.16

450 ER 6.67 5.11 5.12 7.34 6.69 6.70

500 ER 7.47 5.76 5.13 8.30 7.66 6.72

550 ER 7.54 6.21 5.84 8.41 8.14 7.59

600 ER 8.28 6.28 6.12 9.11 7.92 7.65

650 ER 8.38 6.58 6.44 9.98 8.42 8.31

700 ER 8.51 6.82 6.96 10.13 8.80 8.52
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Fig. 7  Scenario #3: Euro28 (on top) and US26 (bottom)

Table 4  Service cost per hour (in Usd), scenario #3

Network Euro28 US26

Traffic Load CDC MCTS LSTM CDC MCTS LSTM

300 ER 6.58 4.66 4.67 7.57 5.92 6.25

350 ER 6.59 5.30 4.98 7.85 6.68 6.58

400 ER 7.36 5.51 5.08 8.61 7.06 7.30

450 ER 8.01 6.03 5.33 9.61 7.70 8.14

500 ER 8.59 6.34 5.90 10.22 8.11 8.61

550 ER 9.12 6.96 6.14 10.67 9.25 8.73

600 ER 9.44 7.10 7.48 10.95 10.02 9.42

650 ER 9.98 7.92 7.82 11.69 11.14 10.47

700 ER 10.42 8.84 8.76 12.65 12.04 10.78
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balancing technique would be the preferable choice. This 
method would allow resources to be managed indepen-
dently inside clusters, and clusters would be generated 
dynamically based on the status of the application and 
the request that is now being processed. It is anticipated 
that adaptive load balancing would utilize a combination 
of centralized and distributed control techniques. This 
would enable the adjustment of the trade-off between 
dependable workflow and efficient use of resources. 
Based on the result, the proposed model shows the accu-
racy rate is enhanced by approximately 10–15% as com-
pared with other models [31]. It means that the proposed 
technique improves network usage by taking less amount 
of time due to a good predictive approach compared to 
other models.

Conclusion
This research focused on the implementation of an appli-
cation of the LSTM algorithm which provided an intui-
tive dynamic resource allocation system that analysed 
the heuristics application resource utilization to ascer-
tain the best extra resource to provide for that applica-
tion. The software solution simulated in near real-time 
the resource allocation by the trained LSTM model. 
Combining these with cloud data center dynamic rout-
ing approaches has benefits. Long-Short Term Memory 
and Monte Carlo Tree Search were compared. The data 
demonstrated that MCTS works efficiently when the traf-
fic trend maintains stability throughout the simulation. 
Due to changing traffic patterns, this is often impracti-
cal. On the other hand, it was verified that by employing 
LSTM, this problem could be solved and an acceptable 
service level agreement (SLA) achieved. For future work, 
algorithm design and implementation in cloud data cent-
ers employing various heuristics and machine learning 
approaches are proposed. The need for a deeper exami-
nation of the optical and data center network resource 
requirements now and in the future; thus, establishing 
and implementing into practice algorithms for additional 
physical models that may be used in elastic optical net-
works using traffic prediction systems based on algo-
rithms other than LSTM and Monte Carlo Tree Search, 
such as the Las Vegas algorithm.

While different performance metrics (such as response 
time, predictability, reliability, scalability, fault tolerance, 
associated overhead, throughput, and thrashing) that 
affect load balancing were employed in our approach to 
the system stability improvement by balancing the load 
across the available virtualised resources, our study did 
not calculate the energy consumption used by individual 
devices connected in the system at personal terminals 
(including the desktop, handset, and the laptop), the 

network nodes, and the application server used in our 
experiment. As a result, our approach could not deter-
mine the power-minimization in wired and wireless net-
works. Secondly, even though the experimental results of 
our system show that the LSTM can achieve load balanc-
ing and improve system performance. However, this can-
not be generalised by using only two networks (US26 and 
Euro28). By implication, we cannot generalise the results 
of our approach until it is tested using other network 
data.
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