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Abstract 

In the network economy domain, urban competitiveness refers to the comparison between cities in terms of compe-
tition and development. It is the ability to gain competitive advantage under different factors. The evaluation of urban 
competitiveness will help cities to learn from each other, and provides reference for the government to enhance 
urban competitiveness. Unlike various studies in the literature exploiting only the non-linear characteristics of urban 
competitiveness, this paper selects BP (Back Propagation) network as the main framework for evaluation. A Genetic 
Algorithm BP (GABP) network based on genetic optimization is utilized. The weights are optimized besides the crosso-
ver mutation of GA algorithm. To compensate the slow prediction in the stand-alone mode, this work proposes a 
MapReduce (MP) based method; MR-GABP via cloud computing. The model ensures effective urban competitiveness 
evaluation with improved convergence speed and threshold generation speed. The systematic experiments con-
ducted verify effectiveness of the method while the results obtained reveal that performance of the method is better 
than the other methods in terms of accuracy and recall yielded as 95.1% and 92.6% respectively.

Keywords Urban competitiveness, MapReduce based assessment, Enhanced GABP algorithm, Cloud computing, 
Neural network

Introduction
The term urban competitiveness in the context of the net-
work economy refers to a city’s capacity to manufacture 
goods and deliver services that cater to local, national, 
and international consumers. It is a way to enhance the 
residents’ incomes and to attain improved living condi-
tions. Followings are the three main facets of its meaning. 
First, the competition theme is cities, treated as an enter-
prise. The competition between cities in a region is equiv-
alent to the market competition between enterprises. 
Second, urban competitiveness is affected by many fac-
tors such as economy, society, culture and policy where 
development is gradual. Third, urban competitiveness is 
essentially the ability to optimize resources in the region. 
Its purpose is to promote the high-speed operation and 

sustainable growth of the economy and to create more 
wealth. Urbanization and regional progress are inter-
twined processes that mutually constrain and shape one 
another. As a result, increasing urban competitiveness 
mostly requires regional resource integration and optimi-
zation. Efficiency of business functions has a direct bear-
ing on the competitiveness of metropolitan areas. On the 
contrary, as the carrier of enterprise competitiveness, the 
city’s political, economic and social environment also has 
a great impact on enterprise competitiveness [1–5].

The competitiveness of a city mainly reflects the com-
prehensive competitiveness of the city. Its strength is the 
result of the interaction of various factors in the environ-
ment. These together form a unified organic whole. It 
can be said that urban competitiveness is result of com-
bined forces. Therefore, improving the competitiveness 
of cities is a systematic project and must proceed from 
the overall situation. In the process of urban operation, 
various factors affecting urban development are always 
changing, and the composition of urban competitiveness 
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is also changing. Therefore, only by constantly following 
the changes of the external environment and constantly 
revising and improving, can the urban competitive-
ness be kept at a high level. To study urban competitive-
ness, we must first determine a certain region, a certain 
period of time, and a certain competitor. With the dif-
ferent selection factors, even the same city has different 
levels of competitiveness in different development peri-
ods. Therefore, urban competitiveness is a relative rather 
than an absolute concept. As the city is an open system, 
it can develop by exchanging various materials, technolo-
gies, funds, etc. with the outside world. The evaluation 
indicators of urban competitiveness will also change with 
the passage of time hence, urban competitiveness is an 
open and non-closed loop system [6–10]. The key factors 
affecting urban competitiveness include human resource, 
culture, economics, environment, and politics. There is 
a strong relationship of competitiveness at different lev-
els. The levels of competitiveness are interrelated, rather 
interdependent. As shown in Fig.  1, a low level com-
petitiveness like that of sector or firm is in the sphere of 
urban competitiveness which in turn is a part of national 
competitiveness.

This work uses neural networks to evaluate urban 
competitiveness under the network economy. The neu-
ral network consists of numerous nodes that are linked 
together and incorporates numerous nonlinear compo-
nents. Training a neural network involves a continuous 
process of fine-tuning the network’s parameters, which 
is why a big number of nodes require a huge number 
of parameters. A large amount of training data is also 
typically required while training a neural network. 
Since neural networks require extensive amounts of 
training data and time-hungry processing, it is bet-
ter to use the cloud technology instead. Multiple cloud 
nodes can engage in neural network computing at the 
same time, and the cloud computing platform can store 
a vast amount of training data in a dispersed manner. 

A cloud-based neural network can be trained much 
faster than its single-computer counterpart. Addition-
ally, it can accommodate large amounts of training 
data. However, in cloud computing, hardware vendors 
no longer dictate the parameters within which applica-
tion services are operated. By abstracting information 
and resources into a cloud, users do not need to know 
the details of the cloud, nor do they need to have cloud 
computing expertise. New, dynamic and scalable IT 
services can be provided with little management effort 
[11–15].

Unlike other statistical methods, this paper selects BP 
network as the main framework for evaluation with the 
following contributions:

1. Aiming at the problems of BP network, a GABP net-
work based on GA optimization is established to 
optimize weights of BP network through the selec-
tion, crossover and mutation of GA algorithm.

2. This paper proposes MR-GABP based on cloud com-
puting to evaluate the urban competitiveness under 
the network economy, so as to improve the conver-
gence speed and threshold generation speed of BP 
network.

3. Systematic experiments are conducted to verify the 
advantages.

In a nutshell, the optimal evaluation method pro-
posed has a vital role in the development of economy 
and urban living. The method may be used for sight-
seeing competitiveness in various related domain like 
urban infrastructure, tourism, security, industry and 
national economy.

Rest of the paper is organized as; sec. 2 analysis the 
related literature about urban competitiveness. The fol-
lowing section (Sect. 3) explains the proposed method. 
Experimental analysis is conducted in Sect.  4. In the 
last section; summary for the whole paper is presented.

Fig. 1 Competitiveness at different levels
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Related Work
According to the literature [16], a city is more competi-
tive if it generates more income and jobs than its neigh-
boring cities. According to the literature [17], urban 
competitiveness is defined as the degree to which a city 
can generate and sell goods and services that are superior 
to those of competing cities. As stated in [18], the key to 
a city’s competitiveness is whether it can attract more 
investment and talent migration while retaining exist-
ing talents and investment. There is a growing body of 
research [19] that suggests global economic integration 
has a direct impact on a country’s cities’ ability to com-
pete on the global stage. According to the literature [20], 
urban competitiveness is defined as the degree to which 
a city generates its own wealth and helps its surround-
ing area generate even more social wealth when com-
pared to other cities in the same or similar market. In a 
nutshell, the production capability, quality of life, social 
growth, and external impact of a city are all reflected in 
its competitiveness. A review of the literature [21] reveals 
that despite its apparent intuitive connotation, the idea of 
urban competition is not simple to fully grasp. Literature 
[22] summarized the influencing factors of urban com-
petitiveness into economic determinants and strategic 
determinants, and built an evaluation model of urban 
comprehensive competitiveness accordingly. Literature 
[23] summarized the characteristics that a competitive 
city must have six aspects: high-quality life, attractive 
environment, high-quality services, competitive policies, 
human resources, and urban taste.

Literature [24] emphasizes that urban competitive-
ness is affected by both internal and external factors. 
It is believed that comprehensive economic strength, 
industrial competitiveness, enterprise competitive-
ness and technological competitiveness are the four 
internal factors that affect the level of urban com-
petitiveness. These factors are affected by financial 
environment, government behavior, infrastructure, 
national quality, openness, urban environment and 
other basic factors and environmental factors. In [25], 
emphasis is paid on industry level competitiveness for 
national competitiveness. Literature [26] discusses the 

global competitiveness rankings of countries by focus-
ing on national competitiveness as the primary study 
object. As stated in [27], a city’s ability to compete in 
the global economy is linked to the political stability 
of the country in which it is located. It is believed that 
the highlight of the urban competitiveness model, the 
national policies, and human resources are increasingly 
important for urban competitiveness [28]. However, it 
is really difficult to quantify these important factors at 
present. Literature [29] treats the city as a whole and 
consciously develops its core competitive advantages. 
Literature [30] pointed out that under the impetus of 
economic globalization, changes in domestic economic, 
and political management, network management has 
increasingly become an element of urban comprehen-
sive competitiveness.

Competitiveness is driven by key factors called deter-
minants [31]. The determinants mainly affected by 
national circumstances [32]. Assets like human resources 
and technology and processes like management and 
operational process are the determinants of competitive-
ness as stated by [31]. The concept of urban competitive-
ness in a chronological order is presented in Table 1.

These researches systematically introduce and ana-
lyze the urban competitiveness, and use some methods 
to quantitatively evaluate the urban competitiveness. 
However, there are fewer researches in the literature 
about the use neural network and cloud computing to 
this task. Hence this work is to utilize neural network 
for urban competitiveness.

Genetic algorithm back propagation methodology
Aiming at the problems of BP network, a GABP network 
based on GA optimization is established. This optimizes 
the weight of BP network through the selection, crossover 
and mutation of GA algorithm. As the process of evalua-
tion of urban competitiveness is typically time-consum-
ing in stand-alone mode, this study proposes MR-GABP 
via cloud computing. The method ensures urban compet-
itiveness evaluation by improving the convergence speed 
and threshold generation speed of BP network.

Table 1 The concept of urban competitiveness

Author(s) Concept presented

Webster and Muller [33] Urban competitiveness is the competence of an urban area to feasibly generate products and to provide a market place for 
the exchange of goods and services

Kostiainen [34] It is the ability to absorb culture, and people besides offering efficient ways for the flow of information, technology, and 
organizations

PK Kresl [35] It is the measure that how an urban area is superior to other cities in terms of culture, environment, economy and politics

J Sinkiene [18] It is the ability of the dwellers of an urban area to keep and continue a competitive environment for economy and market
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Back propagation network
Due to the highly parallel processing mechanism of BP, it 
is suitable for building complex nonlinear models. BP has 
been widely and successfully applied in pattern recogni-
tion and classification, intelligent fault diagnosis, image 
processing, prediction and fitting and other fields. The 
calculation method of BP network is similar to the func-
tion of biological neuron. The typical topology structure 
of BP network model is generally three layers, as demon-
strated in Fig. 2.

Forward data flow calculation and back propagation of 
error signal are the two main components of a BP net-
work. All of the machine’s operational signals are for-
warded through the network in the following sequence: 
input layer concealed layer and output layer. Each layer 
of neurons can only influence the layer above it, and 
information cannot be sent from one layer to another. If 
the result of autonomous steering’s forward propagation 
does not match expectations, the error signal will be sent 
backwards. The gradient descent technique of the error 
function is implemented in the weight vector space. A set 
of weight vectors is searched dynamically and iteratively 
by alternating between the two processes. This com-
pletes the process of information extraction and storage 
by minimizing the sum of squares of the network’s error 
function.

In the BP, error  (Ei) at a particular weight wi is com-
puted as;

The net weight ‘w’ and bias ‘b’ is then computed as,

(1)yi = f
N

i=1
wixi + bi

(2)L = f (yi, ti)

(3)Ei =
δEtotal

δwi

As an evaluation model of urban competitiveness, BP 
network has many advantages like the nonlinear map-
ping capability. Only three layers of perfect BP network 
are needed to realize the mapping function of machine 
learning from input to output. Furthermore, it may 
closely approximate any nonlinear continuous function. 
Secondly, the self-learning and adaptability are achieved. 
Simply put, a BP network is supervised learning with a 
lot of data. When fed a significant amount of unique data, 
it can learn to map inputs to desired outcomes across 
multiple samples. This will store the learning content 
in weight of the network in real time and automatically 
adapt to the update. Another advantage is the generaliza-
tion ability of BP. The generalization ability refers to the 
ability of neural network to recognize the sample set out-
side the training set. As an important indicator of a com-
puting model, generalization ability reflects the ability of 
BP network to apply learning results to a new environ-
ment. Lastly, because of the fault tolerance if the network 
suffers external damage, it will not cause serious conse-
quences to the overall training results.

However, BP network itself still has shortcomings and 
defects. First of all, because of the low learning rate and 
convergence speed, BP network is costlier in terms of 
training time. When the input data is large and the prob-
lem is relatively complex, the BP network may take sev-
eral hours to train. Secondly, the objective function is 
easy to fall into local minima. BP network can converge 
to the minimum value, but the minimum value cannot be 
guaranteed to be the global minimum value. Third, the 
selection of hidden layers and nodes is not known theo-
retically. It is generally obtained through repeated tests 
and empirical formulas. Therefore, it is necessary to use 
data for training in advance to select appropriate hidden 
layers and neurons, which increases learning burden.

(4)w = w −�w

(5)b = b−�b

Fig. 2 The BP Neural Network structure
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Genetic algorithm back propagation algorithm
The linear characteristic of BP neural network makes 
it suitable to minimize the subjective factors typically 
occurred in traditional models. However, BP networks 
suffer from the problem of the objective function eas-
ily falling into the local minimum. Genetic algorithm 
is a random search technique effective for global opti-
mization. The genetic algorithm is used to find the best 
weights for the BP network if the weights between the 
input and hidden layers and the weights between the hid-
den and output layers are utilized as the initial popula-
tion. This can effectively avoid the objective function of 
BP neural network falling into local minimum.

GA is a heuristic search algorithm via principle of bio-
logical evolution in nature and the natural law of survival 
of the fittest. After obtaining information about the search 
contents the algorithm intends to optimize the search pro-
cess and to get the optimal solution. It mimics the processes 
of natural selection and genetic inheritance, including 
reproduction, gene crossover, and mutation. Each itera-
tion involves keeping some solutions in reserve and pick-
ing the best ones from the population based on some 
metric. These individuals are then crossbred using genetic 
operators to provide a fresh set of potential answers. To 
achieve convergence, you should iterate until the conver-
gence index is reached. Like biological evolution, the GA 
algorithm produces offspring that are capable to thrive in 
their new surroundings than the original population. The 
natural genetic mechanism of a genetic algorithm can be 
broken down into two distinct processes: natural selection 
and random search. Conventional optimization techniques 
provide a deterministic test solution sequence based on the 
gradient or higher order statistics of a single metric func-
tion. The best answer is found through a genetic algorithm 
that mimics the process of natural evolution. The process 
does not require certain gradient information, so this cod-
ing technology is applied to a certain number string. This 
digital string can also be called chromosome, simulat-
ing the evolution process of the population composed of 
these strings. As in biological inheritance, chromosomes 
in the body need to be combined and exchanged regularly. 
Genetic algorithm also goes through the same process to 
generate a new optimized individual. The GA pipeline is 
demonstrated in Fig. 3.

If the weights of BP network are selected, crossed and 
mutated by a GA, the optimal solution of weights can be 
obtained. The algorithm proposed in this paper is named 
as GABP algorithm. The steps of using GABP to evaluate 
urban competitiveness are as follows. First, randomly ini-
tialize the population. At the beginning of genetic algo-
rithm, these parameters need to be transformed into 
population individuals. Then code the individuals to gener-
ate real number strings one by one. Here, binary encoding 

is adopted. Second, establish fitness function. In this paper, 
the inverse of the sum of the absolute errors of the pre-
dicted value and the expected output of the BP network is 
used as the fitness.

Formula for absolute error and individual fitness is 
shown in Eqs. 7 and 8 respectively. In the equations, N is 
the data sample or population of individual i. xi is the indi-
vidual data sample and ̂xi is the average data sample.

Third, individual selection of the population. It is nec-
essary to select individuals of the population as parents 
for heredity. The fitness value of each individual is calcu-
lated, and the probability of the individual being selected 
as the genetic subject is calculated. The higher the fitness, 
the greater the percentage. Then the probability of being 
selected is greater, and vice versa.

(6)F = 1/L

(7)fi = k

n
∑

i=1

AEi

(8)AE =
1

N

N
∑

i=1

∣

∣xi−̂xi
∣

∣

Fig. 3 GA pipeline
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Fourth, carry out individual crossover. In the process 
of crossover, every two individuals need to exchange part 
of information through crossover probability to form two 
new individuals. Fifth, carry out mutation operation. In 
order to increase the diversity of the population, individ-
ual genes are mutated with a relatively small probability 
of variation. Sixth, after the previous steps are completed, 
the fitness function value is calculated again. Judge 
whether the fitness value of the new individual meets the 
end condition of the algorithm. If it is satisfied, it is con-
sidered that the most suitable individual is obtained after 
multiple inheritance, that is, the weight value of output 
optimization. Otherwise, go back to step 3 to continue 
iteration. Seventh, according to the optimized weights, 
establish the topology of BP network, learn training 
samples, and get the model. Test the test sample, get the 
results, analyze the error, and compare.

MapReduce Genetic Algorithm Back Propagation 
with Cloud Computing
Cloud computing is a computing model that integrates 
parallel computing, distributed computing, grid com-
puting and other computing technologies. It has good 
application in big data and complex computing. Its basic 
principle is to use distributed technology to aggregate a 
large number of local or non-local computing servers to 
form a cluster and provide computing services for users.

For large data sets, distributed storage and paral-
lel computing can be implemented, both on large-scale 
clusters. This can greatly improve the operation effi-
ciency and save time. Moreover, MapReduce’s framework 
shields the underlying implementation details, reducing 
the implementation difficulty. MapReduce includes Map 

(9)Pi = Fi/
∑

k
Fk

and Reduce functions. The task of the MapReduce pro-
gramming framework is to accept job requests through 
the job submission node. Then Mapper and Receiver 
are sent by the jobtracker process to the idle tasktracker 
process. The jobtracker process is also responsible for 
monitoring the execution status of this process. The task-
tracker process completes the task after receiving it. The 
task processing process of MapReduce model is demon-
strated in Fig. 4.

In the MapReduce calculation model, the input data 
to be calculated is automatically separated into multiple 
independent data blocks. This allows each Map func-
tion to be directly used for calculation, and ensures that 
it can perform the calculation task in parallel. For users, 
because Hadoop has its own simple segmentation mode, 
MapReduce’s segmentation mode can be fully transpar-
ent. However, you can also specify the division mode 
yourself. When each Map task receives a data block, the 
Map task starts the job. First, the InputFormat class of 
the Map task will map the data block, while the Map-
per class is defined by the user. Then the OutPutCollect 
class combines these key value pairs to obtain. Finally, it 
is written to the disk in the form of SequenceFile. After 
the Map task is completed, an intermediate result will 
be formed. The intermediate results will be classified by 
the patitioner class, and each intermediate result will be 
merged and stored according to the key value according 
to the HashParitioner method [36]. Then send the data 
of these key value pairs to the Reduce task. The Reduce 
task receives the intermediate result data from each Map 
node and sorts them by key value. This combines the 
same key value data pairs to ensure that each key value 
is unique and valid. Then output to HDFS through the 
OutputCollector class. The architecture of MapReduce is 
shown in Fig. 5.

Fig. 4 MapReduce task processing
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Being sequential in nature, with greedy algorithm a 
choice made in a step depends on what is done in the 
previous. The MapReduce implementation is preferred 
because with MapReduce, in a particular round an indi-
vidual action is performed. Hence MapReduce is suitable 
for distributive setup.

The main method of GABP is to take the weight of BP 
network as the initial population of genetic algorithm. 
The fitness value of each population individual is cal-
culated according to the fitness function, and the indi-
viduals with high fitness value are selected as the parent 
individuals for breeding the next generation. This pair 
of parent individuals cross according to a certain cross 
probability to generate new individuals. The mutation 
operation is performed on the new individual to judge 
whether the obtained individual meets the requirements. 
In this process, if there are many individual data of the 
selected population, the calculation of fitness is time-
consuming. Therefore, this paper uses piece genetic 
algorithm to build MR-GABP, and uses Map function 
to calculate the error of each individual. This is followed 
by the basic operation of the genetic algorithm in the 
Reduce function.

The population individual information of the genetic 
algorithm is used as the input of the Map function. Indi-
vidual information is a real number string formed by real 
number coding of BP network parameters. The function 
needs to calculate the training error of each individual 
to generate key value pairs. By generating key value pairs 
through Map function output, the key value pairs related 
to fitness can be converted. Reduce function needs to 
merge key value pairs. In order to avoid the situation that 
the best individual is eliminated, the individual with the 

highest fitness value will be directly transformed into 
the next generation. Then the roulette algorithm is used 
to select individuals to enter the next generation. The 
selected individuals should perform crossover operation 
according to a certain crossover probability, and the uni-
form crossover method is used here. In order to ensure 
genetic diversity, the process of variation is also needed. 
Since real coding is used, crossover cannot change all 
weights, so it is necessary to increase the mutation prob-
ability appropriately.

In the data partitioning phase, the input massive 
training sets are read from the distributed file system 
of cloud computing. The training set is divided through 
the underlying mechanism of MapReduce program-
ming framework. Different training subsets are allocated 
to command nodes, and key value pairs generated from 
training sets are used. Map function is responsible for 
dividing the generated key value pairs into input compo-
nent key value pairs and expected output component key 
value pairs. After the weight value is obtained, the local 
gradient change of the weight value can be obtained by 
back propagation. Each connection weight of the net-
work is calculated by backpropagation respectively. 
MapReduce will temporarily save the key value pairs gen-
erated each time in the running local file system. Varia-
bles are treated as inputs by functions for local reduction. 
To facilitate the reduce operation, you need to collect 
data with the same key. The final key value pair generates 
a key value pair for each reduce, and switches this back to 
the command node. The weight is updated, and the input 
layer, hidden layer, hidden layer and output weight matrix 
are put into the configuration file of the Hadoop platform 
for the second MapReduce operation. After iterating 

Fig. 5 The architecture of MapReduce
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MapReduce for several times, if the weight value is based 
on stability and does not change significantly, and the cal-
culated error meets the requirements, the training can be 
ended. The cloud computing platform is demonstrated in 
Fig. 6, and the MR-GABP architecture is demonstrated in 
Fig. 7.

Experiment
This paper first collects the urban competitiveness data 
under the network economy to build the data needed for 
MR-GABP network training and testing. The dataset is 
obtained from the cloud-based HDFS [37]. Two thirds of 
the data set is selected as training set and one third as test 
set. The key influencing variables used in the evaluations 
include; security (food and financial), natural and clean 

air, agriculture, density of population, tourism, regional 
plans and natural resources. The urban competitiveness 
evaluation indicators are demonstrated in Table 2.

Firstly, the training situation of MR-GABP network 
is analyzed, and the analysis object is the loss change 
in training. The change of loss with training iteration is 
demonstrated in Fig. 8.

From change trend of loss curve, with increase for 
training iteration, overall loss gradually decreases and 
finally converges.

To further verify feasibility for MR-GABP to evaluate 
urban competitiveness under the network economy, this 
paper compares MR-GABP with other methods based on 
SVM, Adaboost and DBN. Random forest is not included 
in the analysis due to its insensitivity to the basic 

Fig. 6 The cloud computing platform

Fig. 7 The MR-GABP architecture
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competitiveness factors [38], including soft and hard fac-
tors [2, 39]. Outcomes of the analysis is shown in Table 3.

MR-GABP network in this paper can achieve the high-
est accuracy and recall. This can effectively verify the 
superiority of MR-GABP network in the evaluation of 
urban competitiveness under the network economy. 
Outcomes of the analysis reveals that SVM is least sensi-
tive while MR-GABP is most sensitive to the indicators 
presented in Table 1. Moreover, the key factors affecting 
urban competitiveness include economics, environment, 
and culture.

This method uses GA to optimize BP. To verify feasi-
bility, this paper compares performance of the model 

without and with GA, and the experimental results are 
demonstrated in Fig. 9.

From the comparison data in the figure, after using GA 
strategy to optimize BP, the accuracy and recall indica-
tors can be improved accordingly. This further verifies 
the feasibility of using GA to optimize BP network.

In MR-GABP network, hidden layer nodes are not 
fixed. To select the optimal hidden node, this paper con-
ducts experiments for different parameters, as demon-
strated in Table 4.

As clear from Table 4, the accuracy and recall increases 
with the increase in the number of hidden nodes. How-
ever, after further increase from 12 nodes, the accuracy 
and recall decreases slightly. It is not difficult to see that 
the performance of MR-GABP network first rises to the 
peak, and then gradually declines. When the modified 
parameter is set to 12, the model can obtain the best 
accuracy and recall. Hence the number of hidden nodes 
is set to the optimal 12 in the layers.

Table 2 Urban competitiveness evaluation indicators

Symbolic 
representation

Primary Indicator Secondary Indicator

X1 Economic competitive-
ness

Per capita income

X2 Public finance Average income

X3 Social system Extents of norms and 
values

X4 Enterprise competitive-
ness

Productivity and cost

X5 Financial system Consumer prices

X6 Infrastructure Community development

X7 Ecological environment Average annual tempera-
ture

X8 Educational level Highest degree

Fig. 8 Training loss of MR-GABP

Table 3 Comparison with different methods

Method Accuracy Recall

SVM 90.1 88.1

Adaboost 91.4 89.2

DBN 92.7 90.5

MR-GABP 95.1 92.6
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To compare the advantages of MR-GABP algorithm in 
the case of large amount of data, this paper records the 
prediction time by increasing the size of data. This com-
pares the training time of the stand-alone GABP algo-
rithm with the training time of the MR-GABP algorithm 
on the cloud computing cluster. Results are demonstrated 
in Fig. 10.

As clear from Fig.  10 in case of MR-GABP, variation 
in training time is negligible while increasing the size of 
training set (as denoted by red line). Unlike MR-GABP, 
with GABP the training time nearly increases linearly 
with the increase in the training set (illustrated by blue 
line). This demonstrates that the training time of MR-
GABP running on the cloud cluster does not change 
much. However, with the increase of the number of train-
ing sets, the training time of single GABP algorithm is 
also increasing. In terms of sustainability in urban area 
other aspects, such as [40], may also be considered and 
treated using cloud computing and deep or machine 
learning methods which could be picked by practitioners 
or automatically using some smart mechanism, such as 
discussed in [41].

Conclusion
In the domain of network economy, urban competitive-
ness originates from international competitiveness. The 
research on international competitiveness mainly focuses 
on the four levels: national, industrial, enterprise and 
product competitiveness. With the rapid development 
of global informatization and economic integration, cit-
ies are not only playing an increasingly important role 
in global activities and local affairs, but also compet-
ing with each other. In this increasingly fierce competi-
tion, the decline or prosperity of a city is closely related 
to the weakening or strengthening of its comprehensive 
competitiveness. The research on urban competitive-
ness under the network economy has become the focus 
of domestic and foreign academia and policy makers. 
In view of the non-linear characteristics of urban com-
petitiveness, different from the statistical analysis meth-
ods have been proposed in the literature. By selecting 
BP network as the main framework for evaluation, this 
paper proposes GABP network to optimal evaluation. 
The weight of BP network is optimized through selection, 
crossover and mutation of GA algorithm. To overcome 
the slow processing of stand-alone mode, the cloud based 
MR-GABP network method is proposed to improve the 
convergence speed and threshold generation speed of BP 
network.

Although, with the use of BP, weights are adjusted in 
the right direction and global optimization is achieved 

Fig. 9 Evaluation on GA

Table 4 Analysis of hidden nodes for urban competitiveness

Node 4 8 12 16 20

Accuracy 93.1 94.2 95.1 94.5 93.8

Recall 91.6 91.3 92.6 91.9 91.5
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using GA, the mixing of GA and BP adds sensitivity to 
weights and in computational complexity. Moreover, the 
Hadoop MapReduce model is good for batch processing 
and real time processing is not supported. As our future 
direction, the model will be enhanced to overcome or 
minimize impact of the said issues.
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