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Abstract 

The booming growth of cloud manufacturing services provides users with more choices. However, cloud manufactur-
ing service recommendation remains a challenging issue due to numerous similar candidate services and diverse user 
preferences. The purpose of this paper is to provide an efficient and accurate cloud manufacturing service recom-
mendation method. A spectral clustering algorithm is first designed to cluster the cloud manufacturing services. 
Then the candidate rating service set is constructed based on the service clusters by service function comparison 
and parameter matching. Finally, an improved Slope one algorithm, which integrates user similarity and service 
similarity, is proposed to rate the cloud manufacturing services. The top-k services with the highest scores are 
recommended to the users. Experiments show that the proposed method can provide more accurate service rating 
with less time consumption. The service recommendation performance of this method is also proved to be superior 
to other methods in terms of precision, recall, and F-score.
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Introduction
Cloud manufacturing is a typical implementation mode 
of intelligent manufacturing [1]. In the cloud manufac-
turing environment, service providers encapsulate their 
processing equipment resources or manufacturing opera-
tions as cloud services. Cloud manufacturing service is a 
kind of application program interface of manufacturing 
service. A user can rent cloud manufacturing services 
from the cloud manufacturing platforms. By integrating 
different cloud manufacturing services, users can quickly 
implement manufacturing operations beyond their own 
business capabilities [2].

There are many cloud manufacturing services with 
similar functions on the cloud manufacturing platforms. 
Compared with the common cloud services, cloud manu-
facturing services have more manufacturing attribute 
parameters [3]. Moreover, the manufacturing attribute 
parameters vary greatly between different types of cloud 
manufacturing services. The value types of these param-
eters are also diverse. It is difficult for users to select 
suitable services from a large number of similar cloud 
manufacturing services. Therefore, cloud manufactur-
ing service recommendation is greatly concerned by 
researchers [4].

Service recommendation finds a set of services that fit 
the user’s needs. In recent years, researchers introduce 
some methods of recommendation system into the field 
of service computing. It mainly includes content-based 
service recommendation, service quality oriented recom-
mendation, and hybrid service recommendation methods 
[5]. These methods have improved the accuracy of rec-
ommendation. However, cloud manufacturing services 
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differ from ordinary commodities and face the following 
two prominent problems in service recommendation.

One problem is that there are many manufacturing 
attribute parameters in cloud manufacturing services. 
The values of these manufacturing attribute parameters 
have different dimensions and orders of magnitude, 
so it is much more difficult to determine the similar-
ity between cloud manufacturing services than the 
common cloud services [6]. Moreover, a large number 
of cloud manufacturing services are published on the 
cloud manufacturing service platforms. Cloud manu-
facturing service recommendation suffers a huge ser-
vice search space.

Another problem is that users’ historical service pref-
erences greatly influence the recommendation of cloud 
manufacturing services [7]. Users prefer to choose the 
cloud manufacturing services published by the service 
providers with cooperation experience. Alternatively, 
they are more likely to adopt the cloud manufacturing 
services from the providers that have cooperated with 
the users similar to them. The invoking time of his-
torical services, the difference in service scores, and 
service preferences can also help improve the recom-
mendation accuracy and rationality. These factors need 
to be considered in the cloud manufacturing service 
recommendation.

To enhance the quality of service recommendation, a 
cloud manufacturing service recommendation method 
based on spectral clustering and the improved Slope one 
algorithm is proposed. The main contributions of this 
paper are as follows:

(1) A spectral clustering algorithm for cloud manufac-
turing services is devised. The search space of rating 
services is reduced by introducing service cluster-
ing. It can improve the efficiency of obtaining ser-
vices to be rated.

(2) An improved Slope one algorithm, which integrates 
user similarity and service similarity, is proposed to 
rate the cloud manufacturing services more reason-
ably and accurately.

(3) A cloud manufacturing service data set with user 
ratings is established. Experiments carried out on 
this data set show that the proposed method is 
superior to the current popular methods in service 
rating and recommendation.

The rest of this paper is organized as follows. Related 
work section introduces the related works on service 
recommendation. Spectral clustering for cloud manu-
facturing services section presents a spectral clustering 
method for cloud manufacturing services. The improved 
Slope one algorithm is elaborated in The improved Slope 

one method integrating user and service similarity sec-
tion.  Recommendation of cloud manufacturing services 
section provides our proposed service recommendation 
method. Experiment and comparison section verifies 
the performance of the proposed method. Conclusions 
section concludes this paper and throws light on future 
work.

Related work
Service recommendation has been concerned by 
researchers for more than a decade. Early service rec-
ommendation focused on Web services described by 
WSDL [8, 9]. Currently, the research objects of ser-
vice recommendation mainly include Web services 
described by natural language text [10], various cloud 
services (for example, cloud manufacturing services 
[11], e-health cloud services [12]), and Internet of things 
services [13, 14].

Researchers have proposed many types of service rec-
ommendation methods. Among these methods, collabo-
rative filtering and its variants are the most widely used. 
For example, Xiao et al. proposes a hybrid collaborative 
filtering algorithm to recommend the manufacturing ser-
vice based on the multidimensional information in cloud 
manufacturing resource, the information entropy and 
rough set theory [15]. Zhou et al. presents a hybrid col-
laborative filtering model for consumer service recom-
mendation based on mobile cloud by introducing user 
preferences. It can effectively reduce the data sparsity and 
increase the accuracy of the prediction [16]. To improve 
the accuracy and scalability, Wang et  al. integrates the 
score, social trust information and review into a compre-
hensive model through collaborative filtering and pro-
pose a multi-source information fusion recommendation 
method [17]. The existing collaborative filtering service 
recommendation methods usually assist recommenda-
tion from one dimension of users or services. Although 
they can improve the quality of recommendation, it lacks 
comprehensive consideration of the similarity between 
users and services, which may affect the improvement of 
service recommendation accuracy.

Service quality is an important factor in evaluating 
recommended services [18]. QoS-aware service rec-
ommendation has always attracted much attention. 
Chang et  al. designs an integrated-graph to consoli-
date multi-source information from user-aware con-
text and service-aware context. A Gaussian Mixture 
Model of QoS value is built to combine local and global 
information on the integrated-graph and to perform 
QoS-based Web service prediction [19]. Cao et al. pro-
poses a QoS-aware service recommendation based 
on relational topic model and factorization machines. 
It exploits factorization machines to train the latent 
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topics for predicting the link relationship among 
Mashup and services to recommend adequate relevant 
top-k Web APIs [20]. Service trust and location infor-
mation are frequently used to improve QoS-aware ser-
vice recommendation. For example, Liu et al. presents 
a trust-aware collaborative filtering approach to build 
the trust network of clustered users. A more personal-
ized QoS prediction and reliable cloud service can be 
recommended for a user by the proposed method [21]. 
Khavee et al. proposes a probabilistic matrix factoriza-
tion-based recommendation approach, which considers 
geographic location information in the derivation of 
the preference degree underlying a mashup-API inter-
action. The geographical location information increases 
the precision of API recommendation for mashup ser-
vices [22]. Although service quality can improve the 
recommendation quality, the recommendation effect 
is affected by the constituent services in the candidate 
service set. If there is no high-quality candidate recom-
mendation service set, the effectiveness of such meth-
ods is very limited.

Service social relationships are also a key concern in 
the service recommendation. A series of service rec-
ommendation methods based on social network are 
proposed. For example, a Social-powered Graph Hierar-
chical Attention Network (SGHAN) is designed to cap-
ture users’ social connections by Wei [23]. By mining 
users’ dynamic preferences through social connections, 
SGHAN outperforms the state-of-the-art methods in 
terms of service prediction accuracy for mashup crea-
tion. Cao et al. proposes a Web service recommendation 
method via combining bilinear graph attention repre-
sentation and xDeepFM (eXtreme Deep Factorization 
Machine) quality prediction. It adopts the content and 
structure-oriented service function classification and 
predicts service invocation based on multi-dimensional 
quality attributes [24]. Service social relationships can 
effectively improve the quality of recommendation. 
However, how to obtain the social relationships between 
services is a very challenging problem in the cloud manu-
facturing service environment.

Hybrid service recommendation methods have grad-
ually become the mainstream way of service recom-
mendation. Mezni et  al. proposes a method to enable 
the context-sensitive service recommendation system 
with great analysis and learning capabilities based on 
a knowledge graph. The recommendation algorithm 
is defined to deliver top-rated services according to 
the target user’s context [25]. Jiang et  al. proposes a 
two-stage model for cloud service recommendation. 
He first uses Hierarchical Dirichlet Processes model 
to cluster cloud services and then accurately rank and 
recommend cloud services in each cluster based on 

the personalized PageRank algorithm [26]. Ma et  al. 
employs the interval neutrosophic numbers to meas-
ure the fuzzy trustworthiness of cloud services by 
client contexts. A non-compensatory multi-criteria 
decision-making procedure is used to rank candidate 
services. It can effectively recommend the trustwor-
thy service for small and medium-sized enterprises 
[27]. Chao et  al. explores the relationship between 
the content and location information to enhance the 
accuracy of service recommendation. It alleviates the 
data scarcity problem in cloud services by introducing 
similar domain knowledge based on transfer learning 
[28]. Currently, hybrid recommendation is a popular 
service recommendation method. Liu et  al. proposes 
a similarity-enhanced hybrid group recommendation 
approach for cloud manufacturing. A weighted rank-
ing aggregation model is established to generate a rec-
ommendation list according to the representative user 
of each subgroup [29]. Zhang et  al. proposes service 
hyper-network to recommend the raw material sup-
pliers, semi-finished product processors and finished 
product manufacturers that realize on-demand cus-
tomization [30]. Further, he proposed an architecture 
of C3DP (cloud 3D printing) order task methods for 
complex networks based on the dynamic coupling of 
nodes. The C3DP model can identify the work break-
down structure of coupling task sets with high accu-
racy [31]. However, most hybrid recommendation 
methods have high complexity in practical application 
or require more service implicit information to assist 
in improving the recommendation accuracy.

Although the introduction of collaborative filtering, 
quality of service, and service collaboration into service 
recommendation can improve the quality of recommen-
dation. However, the single use of the above methods has 
limited improvement in recommendation accuracy. In 
this paper, we synthesize the recommendation idea of the 
above methods and construct a new cloud manufacturing 
service recommendation method with low complexity 
and high accuracy.

Spectral clustering for cloud manufacturing 
services
To facilitate the elaboration of the proposed methods, we 
provide Table 1 to describe the symbols in this study.

Normally, cloud manufacturing services need to be 
rated in the service recommendation. To improve rec-
ommendation efficiency, we do not rate all cloud manu-
facturing services. A set of candidate rating services is 
constructed to store the cloud manufacturing services to 
be rated. The services in the candidate rating service set 
can meet the recommendation requirements in terms of 
functions and manufacturing attribute parameters.
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It is costly to find the suitable services for the candidate 
rating service set from a large number of cloud manu-
facturing services [32]. Spectral clustering is adopted to 
reduce the search space in discovering the target ser-
vices. In spectral clustering, it is necessary to construct 
the similarity matrix between the objects participating 
in the clustering. The existing methods are unsuitable 
for computing the similarity of cloud manufacturing ser-
vices because of the many types of attribute parameters 
and the large difference of their values. Similarity evalu-
ation of cloud manufacturing services section provides 
a method for computing the similarity of cloud manu-
facturing services and constructs the similarity matrix. 
After the similarity matrix of cloud manufacturing ser-
vices is obtained, the spectral clustering algorithm can be 
employed for clustering.

Similarity evaluation of cloud manufacturing services
It is a popular way to convert service description into 
service function vector and determine service similarity 
by calculating the Cosine angle value or Euclidean dis-
tance of service function vectors [33]. Unlike the com-
mon cloud services, there are not only service function 
descriptions but also multi-dimensional manufacturing 

attribute parameters in the cloud manufacturing ser-
vices. The values of these manufacturing attribute 
parameters have different dimensions and orders of 
magnitude, so the cloud manufacturing services with 
similar functions may be grouped into different service 
clusters due to their difference in manufacturing attrib-
ute parameters. Therefore, both service descriptions 
and manufacturing attribute parameters should be 
involved in computing the cloud manufacturing service 
similarity.

Definition 1 (cloud manufacturing service)
Cloud manufacturing service s is defined as a 5-tuple 

s = (id, sn, st, sf, TP), where id is the service identification, 
sn is the service name, st is the service category, sf is the 
description of the service function, and TP is the set of 
manufacturing attribute parameters.

The set of manufacturing attribute parameters is 
denoted as TP = {tpi}, tpi = {n, c, v, u}, where n is the name 
of the manufacturing attribute parameter, c is the com-
parison operator, v is the value of the manufacturing 
attribute parameter, and u is its unit. For a given manu-
facturing attribute parameter tp1 = (die_filletradius, > , 
0.5, m), it means that the fillet radius formed by this man-
ufacturing service during stamping the die can be greater 
than 0.5 m. The parameter tp2 = (Manufacturing_cycle, ≤ , 
6, day) means that the manufacturing cycle of this manu-
facturing service does not exceed 6 days.

Table  2 presents an example of cloud manufacturing 
service. We can see that the textual attributes of cloud 
manufacturing services mainly include processing object, 
function description, category, subordinate industry, 
material, etc. Among these attribute values, there are 
not only short text at the paragraph level, but also a sin-
gle word or phrase. GSDMM is used to generate a topic 
vector for the short text. GSDMM is a probabilistic unsu-
pervised model. It generates documents based on the 
Dirichlet multinomial mixtures (DMM) model. DMM 
can model the topic information of documents and divide 
them into different categories. Gibbs sampling algorithm 
is employed to extract the topic information for DMM in 
GSDMM [34].

Word2Vec is employed to build vectors for the single 
word or phrase in this study [34]. Word2Vec is a natural 
language processing model based on neural networks. It 
works by training a shallow neural network to represent 
words as vectors in a continuous vector space. CBOW 
and Skip-Gram algorithms are employed to learn distrib-
uted representations of words. CBOW predicts the tar-
get word from the context, while Skip-Gram predicts the 
context word from the target word. Semantically similar 
words are closer in the word vector space of Word2Vec. 
Therefore, we can calculate word similarity using these 
word vectors.

Table 1 Symbols and meanings

Symbols Meanings

TS(si,sj) Textual attribute similarity between service si and sj

NS(si,sj) Numeric attribute similarity between service si and sj

srv(s) Service representation vector of cloud manufacturing 
service s

L Laplacian matrix

D Degree matrix

SM Similarity matrix

U The set of users

S The set of cloud manufacturing services

rij The score of service sj rated by the user ui

Rm×n Rating matrix

Bm×n The full value rating matrix

Ur(s) The set of users who have rated the service s

Sr(u) The set of cloud manufacturing services that the user 
u has rated

P(s) The popularity of service s

twij The time weight of service sj rated by the user ui

Ne(u) The neighbor set of user u

ServSim(si, sj) Similarity of service  si and  sj

UserSim(u,v) Similarity of user u and v

DevSij Service deviation between service i and service j

prui The predicted score of user u for service i

req_s Service request
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Definition 2 (similarity of textual attributes)
TA = {ta1,ta2,…,tan} is the set of textual attributes for 

the manufacturing service s. VTA = {vt1,vt2,…,vtn} is a set 
of vectors generated by values of the attributes in TA, that 
is, ∀tak ∈ TA, vtk is the vector generated for the attribute 
value of tak. The similarity of textual attributes for the 
cloud manufacturing services si and sj is defined as:

The numerical attribute values of the cloud manufac-
turing services are normalized by the maximum-mini-
mum method. The similarity of numerical attributes can 
be evaluated by the Euclidean distance based on these 
normalized attribute values. Since the smaller the value 
of Euclidean distance is, the more similar the sample 
data is, the power index function is introduced to map 
the Euclidean distance forward to the numerical attrib-
ute similarity between cloud manufacturing services.

Definition 3 (similarity of numerical attributes)
NA = {na1, na2,…,nam} is the set of numerical attributes 

for the cloud manufacturing service s and NNA = {nt1, 
nt2,…,ntm} is a set of normalized values of the attributes 
in NA, that is, ∀tk ∈ NA, ntk is the normalized value for 
the attribute value of nak. The similarity of numerical 
attributes for the cloud manufacturing services si and sj 
is defined as:

(1)TS
(

si, sj
)

=

n
∑

k=1

si · vtk · sj · vtk

|si · vtk | ×
∣

∣sj · vtk
∣

∣

/n

(2)
NS si, sj = e

−
m

k=1
(si·ntk−sj ·ntk)

2

Definition 4 (similarity of cloud manufacturing 
services)

Let si and sj be two cloud manufacturing services. TS(si, 
sj) and NS(si, sj) represent the similarity of textual attrib-
utes and the similarity of numerical attributes for si and 
sj, respectively. The similarity of cloud manufacturing 
services si and sj is defined as:

The cosine similarity of vectors is exploited to calcu-
late the similarity of textual attributes. The reciprocal 
power of Euclidean distance of attribute values is used 
to express the similarity of numerical attributes. We 
employ the reciprocal power of the mean similarity of 
textual attributes and numerical attributes to represent 
the similarity of cloud manufacturing services.

Definition 5 (service representation vector)
VTA = {vt1,vt2,…,vtn} is the set of the textual attribute 

values for the cloud manufacturing service s after vec-
torization. NNA = {nt1, nt2,…, ntm} is the set of numeri-
cal attribute values for the cloud manufacturing service 
s after normalization. The service representation vec-
tor of cloud manufacturing service s is represented as 
srv(s) = (vt1, vt2, …, vtn, nt1, nt2,…, ntm).

Spectral clustering algorithm for cloud manufacturing 
services
In view of the fact that cloud manufacturing services 
have multi-dimensional feature descriptions of functions 

(3)
ServSim

(

si, sj
)

= e
−

[

1−

[ (

NS
(

si ,sj

)

+TS
(

si ,sj

))

2

]]

Table 2 An example of cloud manufacturing service

Service name Axle processing for motor vehicles

Service description Mechanical processing services can be provided for automobiles, motorcycles, engineering vehicles and other 
motor vehicles, with camshaft, hydraulic press, stamping die, CAM hydraulic press, half shaft processing 
and other products production and processing capacity. Personalized customization is also presented accord-
ing to drawings of various kinds of different materials of motor vehicle axle, transmission rod and other forg-
ings.

Service category hammer forging

Manufacturing attribute parameter shape beam barrel

material alloy steel

surface treatment anodic oxidation

production pattern mass customization

weight  < 500 kg

length  > 2 m

cutting diameter  > 0.5 m

price  < 10,000 yuan

manufacturing cycle  < 1 day

annual processing capacity  > 5000 set

machining precision  > 99.5 %

service reliability  > 99 %
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and manufacturing attribute parameters, and there are 
many kinds of data types and significant differences in 
values of these features, we select the spectral clustering 
algorithm that can identify arbitrary shape sample space 
and quickly converge to the global optimal solution as the 
service clustering method.

The spectral clustering algorithm is evolved from the 
spectral graph partition theory [35]. It can be summarized 
into the following three steps: (1) construct the similar-
ity matrix and degree matrix of the data set; (2) build the 
Laplacian matrix L and obtain the eigenvectors of the first k 
eigenvalues of the normalized L; (3) cluster feature vectors 
by a given clustering method.

The gaussian kernel function is usually used to con-
struct the similarity matrix in the traditional spectral 
clustering algorithm [36]. This method is unsuited to 
construct similarity matrix for cloud manufacturing ser-
vices. In addition, the number of service clusters needs 
to be set manually, which makes the number of clusters 
greatly affected by human subjective factors. To achieve 
cloud manufacturing service clustering more accurately, 
we adopt the service similarity calculation method in 
the previous section to construct the similarity matrix 
of cloud manufacturing services. The eigengap is also 
introduced to determine the number of clusters, which 
makes up for the deficiency of artificially determining 
the number of clusters in the traditional spectral cluster-
ing algorithm [37].

Algorithm  1 is the spectral clustering algorithm for 
cloud manufacturing services. From line (1) to line (4), 
we first construct a similarity matrix SM for cloud manu-
facturing services. The element smij in SM is the similar-
ity between service si and sj. Then, the degree matrix D is 
established in line (5). In the degree matrix D, the value of 
diagonal elements is the sum of the element values of the 
corresponding row in SM, and the value on non-diagonal 
elements is 0.

The normalized Laplacian matrix L is obtained based 
on D by formula (4). Assuming that there are n eigenval-
ues in the Laplacian matrix L, the above eigenvalues are 
sorted from large to small, and the sorted eigenvalues 
are λ1 ≥ λ2 ≥ … ≥ λn (line (6) and line (7)). The eigengap 
sequence is defined as {g1, g2,…, gn-1|gi = λi-λi+1}. The algo-
rithm searches the first maximum value gi in this sequence 
and sets the index i corresponding to this value as the 
number of clusters k from line (8) to line (11). Finally, the 
eigenvectors with the first k maximum eigenvalues are 
selected to generate a reduced dimension matrix L′m×k 
in line (12). K-means +  + algorithm is employed to clus-
ter cloud manufacturing services based on the vectors in 
L′m×k. The k service clusters are generated and returned 
as the set CS (line (13) to line (15)).

Algorithm 1 Spec_clustering_CMS 

The improved Slope one method integrating user 
and service similarity
The basic Slope one method
Slope one algorithm is a collaborative filtering method 
based on item ratings [38]. It uses the linear regres-
sion model w = f(v) + b to predict the score, where w 
represents the score of the target user on item i, f(v) 
represents the scores of the target user on other items, 
and b is the average deviation of item i relative to other 
items.

The set of users in cloud manufacturing platforms is 
represented as U = {u1, u2, u3,…, um} while the set of 
cloud manufacturing services is denoted as S = {s1, s2, 
s3, …, sn}. The rating matrix is represented by Rm×n, 
where the element rij in Rm×n is the score of service sj 
rated by the user ui. The score range is between 1 and 
5. The higher the score, the better the user evaluates 
the service. If a user ui did not rate the service sj, the 
rij was set as 0. We also present the following symbols: 
Ur(s) is the set of users who have rated the service s. 
Sr(u) is the set of cloud manufacturing services that 
the user u has rated.

The average deviation between service si and sj is 
shown in formula (5) when the traditional Slope one 
method is used to predict the scores of cloud manufac-
turing services [39].

(4)L = D− 1
2 SMD− 1

2=

(

d
− 1

2
i smijd

− 1
2

)

i,j=1,...,n
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According to the score deviation between cloud man-
ufacturing services and the user’s historical scores, the 
predicted score of service si by the user u is shown in for-
mula (6).

The traditional Slope one method faces two problems 
in rating prediction. One is that it does not differenti-
ate users’ scores. Using the scoring data of all users for 
prediction means that some users with different or even 
opposite preferences are also involved. When there is 
a large difference in the service preferences of users 
participating in the prediction, the accuracy of service 
rating will be significantly reduced. Second, the service 
deviation is not differentiated. The rating deviation of 
services with high similarity to the target service should 
play a larger role in the rating prediction. On the con-
trary, the rating deviation of services with low similar-
ity to the target service should be given a smaller role in 
the rating prediction. However, the deviations between 
all services and the target service are treated equally 
in the traditional Slope one algorithm, which further 
reduces the accuracy of rating prediction.

To solve the above problems, we introduce user simi-
larity and service similarity to improve the quality of 
service deviation calculation and correct the weight of 
service deviation corresponding to different services to 
enhance the accuracy of rating prediction.

User similarity
User similarity is an important factor in service rec-
ommendation. In traditional methods, the similarity 
of users is usually calculated based on the difference 
of users’ scores on services. These methods treat users’ 
historical scores indiscriminately when calculating user 
similarity. However, users’ scores are affected by the 
service popularity and the change in users’ interests.

Most users are willing to participate in rating the 
popular services, so popular services should contrib-
ute less to distinguishing user similarity. On the con-
trary, if two users have common needs or interests in 
some unpopular services, it can better reflect the high 
similarity between the two users. Considering that user 

(5)DevSij=

∑

u∈Ur(si)∩Ur(sj)

(rui − ruj)

∣

∣Ur(si) ∩ Ur(sj)
∣

∣

(6)prui =

∑

sj∈Sr(u)

(

ruj + DevSij
)

∣

∣

∣

∣

∣

⋃

sj∈Sr(u)

Ur(si) ∩Ur(sj)

∣

∣

∣

∣

∣

similarity will be affected by popular services, we intro-
duce service popularity to balance the influence of pop-
ular services on user similarity.

Service popularity is measured by the frequency of 
service rating. The more the service is rated, the more 
popular the service is, and the smaller the contribution 
of the service to the similarity of users’ interests. The 
calculation method of service popularity can refer to 
formulas (7) and (8).

Users’ preferences for services will change over time. 
The services that users have visited in the recent period 
of time can more accurately reflect their current needs 
and interests. So, the weight of recently visited services 
in evaluating user similarity should be larger. We build a 
rating time matrix T according to the user’s rating time 
for the cloud manufacturing services. In matrix T, the 
element tij is the rating time of user ui on service sj, that 
is, the generation time of rij.

Recently generated scores have a higher weight in cal-
culating user similarity, while scores with a longer time 
should have a smaller weight. twij is used to represent the 
time weight of service sj rated by the user ui. The calcula-
tion method of twij is shown in formula (9), where tcurrent 
is the current time.

In most scenarios, there are personalized differences 
between user ratings. Some users generally give high 
scores to rating objects, while others generally give low 
scores to the rating objects. To eliminate the subjective 
deviation of users’ scores, the adjusted Cosine is used to 
calculate user similarity. The adjusted Cosine subtracts 
all the scores from the user’s average score to calculate 
the similarity, which can more objectively express the 
user’s preferences.

As shown in formula (10), we comprehensively con-
sider the three elements of service score, rating time 
weight and service popularity, and use the adjusted 
Cosine similarity to calculate the user similarity. Here 
Ne(u) represents the neighbor of user u. The neighbor of 
user u is defined as Ne(u) = {v| UserSim(u, v) >  = δ}, δ is a 
threshold of user similarity.

(7)vrij =

{

1, rij �= 0
0, rij = 0

(8)P(sj) =

m
∑

j=1

vrij

n
∑

j=1

m
∑

i=1

vrij

(9)twij = etij−tcurrent
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The improved Slope one method
There are many cloud manufacturing services in the 
cloud manufacturing service platforms. Each user has 
only evaluated a few services, and each service has only 
been rated by a few users. Therefore, the rating data 
of users on cloud manufacturing services is sparse. 
It leads to the deviation between users and inaccu-
rate prediction scores, which reduces the accuracy of 
recommendation.

To alleviate data sparsity, we first fill the zero value in 
the rating matrix with a weighted average value before 
rating the cloud manufacturing services. Formula (11) 
presents the average filling method before prediction. 
The scores of cloud manufacturing services rated by ui 
and all the scores of si rated by other users are employed 
to average and assign to rij once rij is zero.

The traditional Slope one algorithm uses the scoring 
data of all users to rate the services, which means that 
some users with different or even opposite preferences 
are also involved. When there are large differences in the 
service preferences of users participating in the rating 
prediction, the prediction accuracy will be significantly 
reduced. It will have a negative influence on the final ser-
vice recommendation.

To address this problem, we have made two improve-
ments to the traditional deviation calculation. The first 
one is that the users participating in service deviation 
are limited to the target user’s neighbors. The second 
one is that the user similarity is introduced to correct the 
weight of the score difference between different users on 
the final service deviation. The improved service devia-
tion can refer to formula (12).

(10)UserSim(u, v) =

∑

s∈Sr(u)∩Sr(v)

(

rus × twus − ru × twus

)

×
(

rvs × twvs − rv × twvs

)

× P(s)

√

∑

s∈Sr(u)

((

rus × twus − ru × twus

))2
×

√

∑

s∈Sr(v)

((

rvs × twvs − rv × twvs

))2

(11)rij =







�

st∈Sr(ui)

rit+
�

uk∈{U−{ui }}

rkj

|Sr(ui)+Ur(sj)|
,
�

�Sr(ui)+Ur
�

sj
��

� �= 0

0,
�

�Sr(ui)+Ur
�

sj
��

� = 0

(12)DevSij =

∑

u∈Ne(d)

∣

∣rui − ruj
∣

∣× UserSim(u, d)

∣

∣Ne(d)
∣

∣

(13)prui =

∑

sj∈Sr(u)∩Sr(Ne(u))

(

ruj + DevSij
)

× ServSim(si , sj)

∣

∣

∣

∣

∣

⋃

sj∈Sr(u)∩Sr(Ne(u))

Ur(si) ∩Ur(sj) ∩ Ne(u)

∣

∣

∣

∣

∣

How to perform service rating in the improved Slope 
one algorithm is shown in formula (13). Compared with 
the traditional Slope one algorithm, we have made the 
following improvements:

(1) The service deviation calculation method proposed 
in formula (12) is adopted;

(2) Service similarity is introduced to correct the con-
tribution degree of service deviation in the rating 
services;

(3) The users participating in service rating are set as 
neighbor users.

Points (1) and (3) improve the rating rationality from 
the perspective of users. We only choose the neighbor 
users to participate in the service rating. It is beneficial 
to enhance the accuracy of rating prediction for the high 
similarity of service preferences between the target users 
and their neighbors. Point (2) improves the rating ration-
ality from the perspective of the services. By introduc-
ing service similarity, the contribution degrees of service 
deviations for different services are differentiated, which 
is conducive to enhancing the rating rationality.

As shown in formula (14), we train the improved 
Slope one model using the log-cosh loss function. The 
Adam optimizer is employed to speed up the conver-
gence of the loss function.

Here, U is the set of users and Sr(u) is set of cloud 
manufacturing services that the user u has rated. prui 
and rui are the predicted score and real score, respec-
tively. cosh(x) = (ex + e−x)/2 is the hyperbolic cosine 
function. The optimization objective of the log-cosh 
loss function is to minimize the difference between the 
predicted scores and real scores.

Recommendation of cloud manufacturing services
To reduce the search space during service recommen-
dation, we first cluster cloud manufacturing services 
as service clusters (part 1 in Fig. 1). Then the candidate 
rating service set is constructed based on these service 
clusters by function similarity evaluation and attribute 
parameter matching (part 2 in Fig. 1). Finally, the cloud 

(14)L =
∑

u∈U

∑

i∈Sr(u)

log(cosh(prui − rui))
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manufacturing services in candidate rating service set 
are rated by the improved Slope one algorithm. The 
cloud manufacturing services with the highest top-k 
scores are recommended to the users (part 3 in Fig. 1). 
Algorithm  2 presents the recommendation process of 
cloud manufacturing services.

Algorithm 2 Recommend_CMS 

The service request is symbolically expressed as req_s 
in this study. The component elements of req_s are 
consistent with the definition of cloud manufactur-
ing service. The algorithm1 is first used to cluster cloud 
manufacturing services (line (1)). After vectorization or 
normalization, the attribute values of cloud manufactur-
ing services are spliced into the service representation 
vectors of cloud manufacturing services. Cloud manufac-
turing services with similar functions are grouped into a 
service cluster. For a service cluster sc, its central point 
sc.c is used to represent the service cluster. The central 
point of a service cluster is a virtual cloud manufactur-
ing service. Its attribute values are the mean values of the 
service representation vectors of the constituent services 
in the service cluster.

Then the candidate rating service set is constructed 
(line (2) to line (7)). Cloud manufacturing services that 
can meet service requests in functions are added to the 
candidate rating service set. Function similarity calcula-
tion and attribute parameter matching are the two steps 
to build the candidate rating service set. From the defi-
nition of cloud manufacturing services, we can see that 
text attributes describe service functions, while numeri-
cal attributes illustrate service quality. So we use the text 

Fig. 1 Cloud manufacturing service recommendation based on spectral clustering and improved Slope one algorithm: schematic view
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attribute similarity of cloud manufacturing services to 
evaluate their functional similarity.

The manufacturing attribute parameters can be divided 
into positive parameters and negative parameters. Posi-
tive parameters, such as grinding precision and cutting 
precision, are represented by P+. Better service qual-
ity will be provided if a positive manufacturing attribute 
parameter is with a larger value. Positive parameters, 
such as manufacturing cycle and price, are represented 
by P-. A smaller value of positive manufacturing attribute 
parameter means a better service quality.

Let p be a manufacturing attribute parameter of req_s 
while its requested value is vr. The value provided by the 
attribute parameter p of the cloud manufacturing ser-
vice s is vs. s can provide the matching parameter of p 
for req_s if the formula (15) is workable. Such parameter 
matching is symbolized as s → req_s < p > .

It should be noticed that parameter matching is only 
carried out for the manufacturing attribute parameters, 
which are assigned with the required values in the req_s. 
If a user does not make a value constraint on a manufac-
turing attribute parameter, it means he has no require-
ments for it. Thus, parameter matching is unnecessary 
for this manufacturing attribute parameter.

Finally, the cloud manufacturing services in candidate 
rating service set are rated by the improved Slope one algo-
rithm (line (8) to line (16)). We obtain the neighbors of tar-
get user u in line (8). To retain the existing service scores, 
a copy sample B of the rating matrix R is generated in line 
(9). We also fill the zero value in the rating matrix B with 
a weighted average value by formula (11). The improved 
service deviation and rating method are employed to 
evaluate the scores of cloud manufacturing services in the 
candidate rating service set CRS. The cloud manufactur-
ing services with the top-k highest scores are obtained and 
recommended to users in line (17) and line (18).

Experiment and comparison
A total of 1282 cloud manufacturing services were crawled 
on well-known cloud manufacturing platforms such as 
casicloud (https:// www. casic loud. com/)  and cosmoplat 
(https:// www. cosmo plat. com/). We selected 978 cloud 
manufacturing services as the data set in the experiments. 
Textual information about cloud manufacturing services, 
such as service name, service function description, service 
category, industry, production mode, processed material, 
is provided in the dataset. Some numerical manufacturing 
parameters such as price, machining accuracy, machin-
ing diameter, surface roughness, service reliability, etc., 

(15)
{

vs ≥ vr , p ∈ P+

vs ≤ vr , p ∈ P−

are also presented. Meanwhile, 96,640 scores of these ser-
vices from 200 users were randomly generated. Ratings 
are scored on a scale of 1 to 5. The simulation program is 
designed by Python3.9. The operating system is Windows 
10 and the hardware is as follows: CPU is i7-8750H and 
memory is 16 GB.

We conducted two experiments. One is service rat-
ing prediction, which is used to verify whether the 
improved Slope one algorithm has high accuracy in 
rating cloud manufacturing services. The other one is 
service recommendation prediction, which is used to 
verify the performance of our proposed service recom-
mendation method.

The method proposed in this study is named as SC_
Slope. The comparison methods are divided into two 
groups. The first group is the service recommendation 
methods with neighbor users, including CT_CF [21], 
TrustCF [40], wSlopeone [41] and DR_LT [42]. The sec-
ond group is the service recommendation methods with-
out neighbor users. They are vsPMF [19], HDP_PageRank 
[26], TASERM [43] and SC_TD [44].

We will answer the following questions in this section.

Q1: Whether the accuracy of service rating can be 
improved by introducing the service similarity and 
user similarity?
Q2: Whether the number of neighbor users has an 
influence on the accuracy of service rating?
Q3: Does our method outperform other methods in 
rating accuracy?
Q4: Does our method provide better service recom-
mendation performance than other methods?
Q5: Is our method more efficient than other methods 
in service recommendation?

Service rating
Evaluation metrics
MAE and RMSE are employed to evaluate the rat-
ing performance of above methods in the service 
recommendation.

(1) MAE

 MAE is the mean absolute error between the real 
score and the predicted score. MAE can refer to 
formula (16). A more accurate prediction is per-
formed if the MAE has a smaller value.

(16)MAE =

∑

u,i∈T

|rui − pui|

n

https://www.casicloud.com/
https://www.cosmoplat.com/
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(2) RMSE
 RMSE is the square root of the average square dif-

ference between the actual score and the predicted 
score. RMSE can refer to formula (17). A more 
accurate prediction is performed if the RMSE has a 
smaller value.

Compared with MAE, RSME is sensitive to the devia-
tion between the predicted value and the true value. The 
small RSME value reflects the small fluctuation between 
the predicted and true values, and the model performs 
well in fitting the predicted and true values. If the RSME 
shows a small value in multiple predictions, it can reflect 
the stability of the prediction model.

(17)
RMSE =

√

√

√

√

∑

u,i∈T

(rui − pui)

n

2

Performance comparison
Figures  2 and 3 show the values of MAE and RSME 
calculated from the service scores rated by different 
methods in the first group and the real scores, respec-
tively. As can be seen from Fig. 2, the MAE value of our 
proposed method is lower than that of other methods 
under any number of neighbors. So the service scores 
rated by our method is much closer to the real value 
than other methods on the mean. Similarly, the RSME 
value of the proposed method is also lower than that of 
other methods. The lower RMSE values verify that our 
method shows more stable performance in rating pre-
dictions. There is less fluctuation between the predicted 
service scores and the real scores. Therefore, for Q1, we 
can draw the following conclusion: The accuracy of ser-
vice rating can be improved by introducing the service 
similarity and user similarity.

Fig. 2 MAE of service scores for different methods under different number of neighbor users

Fig. 3 RMSE of service scores for different methods under different number of neighbor users
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From the curve morphology, we can see that the 
MAE values of all methods show a trend of decreasing 
first and then increasing as the number of neighbors 
increases from small to large. It indicates that too few 
or too many neighbors are not conducive to improve 
the accuracy of rating prediction. If few neighbor users 
are participating in the rating, the service preferences 
of target user cannot be completely extracted. Con-
versely, if there are too many neighbor users, the ser-
vice preferences of some users with large differences in 
preferences may be added to the service scoring pro-
cess, so that the score may deviate from the real prefer-
ences of the target user. Similar curve morphology can 
be found in the RMSE values. Therefore, for Q2, we can 
conclude that rating accuracy is affected by the number 
of neighborhood users.

To further show the improvement of Slope one algo-
rithm by integrating user similarity and service similarity, 
we carry out experiment to verify the performances of 
the plain Slope one algorithm, Slope one + user similarity, 
Slope one + service similarity with the method proposed 
in this study.

From Tables 3 and 4, we can see that the rating per-
formance of Slope one algorithm is improved after 
integrating user similarity and service similarity. 
Among all the methods, the proposed method in this 
paper achieves the optimal values in MAE and RSME. 
It shows that the performance of Slope one algorithm is 
greatly improved after the introduction of user similar-
ity and service similarity.

We can obtain an appropriate number of neigh-
bor users from MAE and RMSE, at which the service 
rating has the highest accuracy. In general, it is diffi-
cult to find a number of neighbor users such that the 
MAE and RMSE values are the lowest. Thus, we can 
only choose a number of users as the optimal number 

of neighbor users from the perspectives of MAE and 
RMSE according to experience. We expect MAE and 
RMSE to be as low as possible under the optimal num-
ber of neighbors.

According to the values and curve shapes of MAE 
and RMSE in Figs. 2 and 3, we selected 10, 14, 12, 14 
and 12 as the optimal number of neighbor users for 
SC_Slope, DR_LT, wSlopeOne, CT_CF and TrustCF, 
respectively.

The methods vsPMF and TAESRM can provide service 
rating prediction in service recommendation. Figures 4 and 
5 show the values of MAE and RSME for seven methods 
in service rating. The methods include vsPMF, TAESRM 
and all the methods in the first group. The MAE and RMSE 
values of the first group of methods participate in the com-
parison are obtained under the optimal number of neigh-
bors. We can see that the MAE and RMSE values of our 
proposed method are lower than those of all other meth-
ods. Therefore, for Q3, we can conclude that our method 
outperforms the comparison methods in rating accuracy.

Service recommendation
Evaluation metrics
Let TS be the set of real cloud manufacturing services 
adopted by the users in the test data. RS is the set of the 
recommended cloud manufacturing services. Precision, 
recall and F-score are the evaluation metrics used to ver-
ify the recommendation performance.

(1) Precision

 Precision is the proportion of correctly recom-
mended services in the actual number of recom-
mended services. It can refer to formula (18). The 
value range of precision is [0,1]. A higher the preci-
sion means a better recommendation performance.

Table 3 MAE with different neighbors for different Slope one 
algorithm

Number of 
neighbors

Slope one Slope one + us Slope one + ss SC_Slope

4 1.187 1.168 1.169 1.164
6 0.995 0.882 0.868 0.842
8 0.886 0.703 0.716 0.68
10 0.765 0.569 0.584 0.545
12 0.616 0.596 0.593 0.548
14 0.623 0.599 0.589 0.551
16 0.621 0.571 0.585 0.555
18 0.620 0.573 0.584 0.56
20 0.627 0.585 0.591 0.568
30 0.640 0.604 0.598 0.576

Table 4 RMSE with different neighbors for different Slope one 
algorithm

Number of 
neighbors

Slope one Slope one + us Slope one + ss SC_Slope

4 1.010 0.968 0.972 0.945
6 0.997 0.922 0.894 0.886
8 0.878 0.859 0.867 0.835
10 0.850 0.818 0.792 0.748
12 0.815 0.789 0.788 0.766
14 0.784 0.772 0.769 0.754
16 0.796 0.783 0.778 0.760
18 0.797 0.789 0.783 0.750
20 0.791 0.781 0.778 0.760
30 0.803 0.798 0.791 0.783
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(2) Recall
 Recall is the proportion of the correctly recom-

mended services in the number of services users 
have adopted of the test set. It can refer to formula 
(19). Similar to the precision, a higher the recall 
means a better recommendation performance.

(3) F-score
 F-score is the harmonic value of precision and recall. It 

is often used to reflect the overall performance of the 
recommendation system. The value range of F-score is 
[0,1]. Its calculation method is shown in formula (20).

(18)Precision =
|RS ∩ TS|

RS

(19)Recall =
|Ns ∩ Ts|

Ts

Performance comparison
Since a service request can be responded by multiple 
cloud manufacturing services, we test the precision and 
recall rate under the different number of response ser-
vices, and then calculate the value of F-score. In the 
performance evaluation, we set the number of cloud man-
ufacturing services corresponding to the service require-
ments as 3 to 5. We calculate the precision, recall and 
F-score by counting the number of correct services in the 
recommended top-k cloud manufacturing services. Here, 
k ranges from 1 to 5. The comparison results for the top-k 
recommended services are shown in Figs. 6, 7 and 8.

(20)F - score =
2× Precision× Recall

Precision+ Recall

Fig. 4 MAE of service scores for different methods

Fig. 5 RMSE of service scores for different methods
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Fig. 6 Precision comparison under top-k service recommendation

Fig. 7 Recall comparison under top-k service recommendation

Fig. 8 F-score comparison under top-k service recommendation
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We can see that our method has achieved higher val-
ues than other methods in terms of precision, recall, and 
F-score at any monitoring point. Compared with other 
top-k service recommendations, our method has more 
significant advantages in terms of metric values corre-
sponding to top-1 and top-2 service recommendations. 
This shows that our approach is better than others at 
prioritizing the services that best suit the user’s needs.

Compared with the average metric values of the com-
parison methods, the growth rate of precision, recall, 
and F-score at different top-k service recommendation 
can be seen in Table 5. Therefore, for Q4, we can get the 
conclusion that our method provides better service rec-
ommendation performance than other methods.

We count the execution time of different methods for 
service recommendation on the experimental dataset. As 
shown in Fig. 9, our method is the least time-consuming 
of all the methods. The average execution time in multi-
ple rounds experiments is 3.78  s. The second less time-
consuming method is wSlopeOne. The execution time for 
wSlopOne is 4.12  s. The wSlopeOne is also a Slope one 
variant method. The reason for the high recommendation 
efficiency of Slope one algorithm is that its recommenda-
tion mechanism is relatively simple, and no complex cal-
culation is involved in the recommendation process.

The most time-consuming service recommendation 
method is SC_TD. The SC_TD method takes more than 
8  s on average to perform cloud manufacturing service 

recommendation in the experimental dataset. The sec-
ond most time-consuming recommendation method is 
TASERM. The average time used in service recommenda-
tion of TASERM is 7.63 s. The time consumption of these 
methods is much higher than Slope one algorithm and its 
variants. Complex graph operation or matrix operation 
in service recommendation is the main reason for the 
high time consumption of these methods.

On the same dataset, the time required by our 
method for service recommendation is significantly 
lower than that of other service recommendation 
methods. Therefore, for Q5, we can draw the following 
conclusion: Our method is more efficient than other 
methods in service recommendation.

Conclusions
This paper proposes a method to recommend cloud 
manufacturing service based on spectral clustering and 
an improved Slope one algorithm. We design a similar-
ity matrix for cloud manufacturing services containing 
many textual and numerical attributes, and apply it to 
spectral clustering to achieve cloud manufacturing ser-
vices clustering. The introduction of service clustering 
reduces the service rating space in service recommen-
dation. Additionally, we integrate service similarity and 
user similarity into Slope one algorithm to improve the 
accuracy of service rating and top-k service recommen-
dation. The experimental results demonstrate that the 
proposed method outperforms the comparison method 
in terms of service rating and recommendation. More-
over, the time consumption of our method is signifi-
cantly lower than that of other methods.

Future work includes exploring a more reasonable 
method to supplement the missing values of service 
scores, so as to better cope with the problem of sparse 
service score data and cold start.

Table 5 The growth rate of the evaluation metrics under top-k 
service recommendation

Evaluation metrics Top1 Top2 Top3 Top4 Top5

Precision 10.8% 10.6% 8% 7.2% 7.4%

Recall 17.5% 9.7% 11.7% 4.9% 5.8%

F-score 14.6% 21.4% 10.2% 6% 6.6%

Fig. 9 The execution time of different methods in service recommendation
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