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Abstract 

Aerial base stations (AeBSs), as crucial components of air-ground integrated networks, are widely employed in cloud 
computing, disaster relief, and various applications. How to quickly and efficiently deploy multi-AeBSs for higher 
capacity gain has become a key research issue. In this paper, we address the 3D deployment optimization problem 
of multi-AeBSs with the objective of maximizing system capacity. To overcome communication overhead and privacy 
challenges in multi-agent deep reinforcement learning (MADRL), we propose a federated deep deterministic policy 
gradient (Fed-DDPG) algorithm for the multi-AeBS deployment decision. Specifically, a high-altitude platform (HAP)-
assisted multi-AeBS deployment architecture is designed, in which low-altitude AeBS act as the local nodes to train 
its own deployment decision model, while the HAP acts as the global node to aggregate the weights of local models. 
In this architecture, AeBSs do not exchange raw data, addressing data privacy concerns and reducing communica-
tion overhead. Simulation results show that the proposed algorithm outperforms fully distributed MADRL algorithms 
and closely approximates the performance of multi-agent deep deterministic policy gradient (MADDPG), which 
requires global information during training, but with less training time.

Keywords Aerial base station (AeBS), Capacity enhancement, Deep reinforcement learning (DRL), Federated 
reinforcement learning

Introduction
With the exponential growth of data-driven applications 
and the increasing demand for high-speed and ubiqui-
tous communication services, the integration of cloud 
computing and aerial wireless networks has become 
a cornerstone of modern communication systems [1]. 
Cloud computing offers scalable and on-demand access 
to shared computing resources, enabling seamless data 
processing, storage, and application hosting for a wide 

range of users [2], while aerial base stations (AeBSs), 
base stations mounted on the aerial platforms such as 
unmanned aerial vehicles (UAVs) and high altitude plat-
forms (HAPs), have the 1advantage of mobility and flex-
ibility and can fill coverage gaps and adapt to changing 
communication demands. By harnessing cloud com-
puting resources, AeBSs can offload computationally 
intensive tasks to cloud servers, enabling efficient data 
processing, storage, and analysis. This capability facili-
tates the AeBSs to provide real-time data services, such 
as multimedia streaming [3–6], social networks [7, 8], 
and industrial applications [9, 10].

To address the ever-increasing demand for higher com-
munication rates of data-intensive applications and ser-
vices in future cloud computing, network capacity has 
always been a critical indicator for network optimization 
[11–13]. The capacity optimization is more important for 
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AeBSs, which are constrained by their limited onboard 
payload. AeBSs should also seek communication meth-
ods to enhance capacity, such as utilizing the rich fre-
quency bands of millimeter wave bands, while also 
having advantages such as directional communication, 
high gain, tiny antenna size, and easy integration [14]. 
In addition, static deployment strategies in conventional 
terrestrial networks can not be applied to aerial networks 
as it fails to fully exploit the adaptability of AeBSs in 
terms of network capacity, especially in areas with vary-
ing user densities and traffic patterns. Therefore, design-
ing a dynamic and adaptive AeBS deployment strategy is 
crucial to achieving higher capacity performance.

In the 3D deployment of AeBSs, the traditional heuris-
tic algorithm needs repeated calculation. The emergence 
of machine learning presents new opportunities [2, 7, 
15, 16]. Especially, deep reinforcement learning (DRL) 
offers a novel paradigm for decision systems to accu-
mulate and leverage experience within the environment 
[17]. For the deployment scenario of multi-AeBS, the 
single agent deep reinforcement learning has the prob-
lem of explosive action space and observation space, so 
multi-agent deep reinforcement learning (MADRL) is 
considered to be a more effective solution recently[18]. 
MADRL demonstrates excellent algorithm performance, 
but it requires frequent information communication 
among different agents. In the multi-AeBS deployment 
scenario, this frequent communication between AeBSs 
can deplete communication resources and escalate the 
complexity of the optimization problem. Moreover, dif-
ferent AeBSs may belong to different operators, and they 
are not willing to exchange information due to privacy 
reasons. Federated learning offers a promising approach 
to address challenges in scenarios where multiple data 
sources can jointly participate in model training with-
out sharing their original data. This accelerates training 
speed and enhances privacy protection [19]. To address 
the aforementioned challenges, the integration of feder-
ated learning and DRL provides an efficient solution to 
reduce communication costs, improve learning perfor-
mance, and ensure data integrity through a semi-distrib-
uted learning architecture [20].

Related work
In recent years, breakthrough works in cloud computing 
have led to improved performance from multiple per-
spectives [4, 15, 16]. The fusion of aerial networks and 
cloud computing is considered to be a promising para-
digm that enables real-time service provision in the air [1, 
21]. Reference [22] considers the integration of a cloudlet 
processor on AeBS to and optimizes the number of input 
and output bits transmitted between mobile devices and 
AeBS in the uplink and downlink, respectively, in each 

time slot. To measure the performance of AeBS-assisted 
cloud computing systems, capacity is one of the key met-
rics and researchers start to introduce mmWave technol-
ogy into the AeBS to further improve the capacity of the 
system, such as in Refs. [14, 23]. Reference [24] compares 
the capacity gains achieved by static and UAV-based 
mmWave relays in various scenarios and results reveal 
the deployment of UAV is of great importance in improv-
ing capacity gain especially in clustered deployments. In 
Ref. [25], the system’s capacity is maximized by optimiz-
ing both the deployment of the mmWave AeBS and the 
beamforming design.

Early works adopt heuristic algorithms to solve the 
deployment problem of AeBSs. Reference [26] proposes 
a proximal stochastic gradient descent-based alternat-
ing algorithm to optimize locations of AeBSs, aiming to 
maximize fair coverage and minimize energy consump-
tion while satisfying backhaul constraints. Reference [27] 
presents an iterative solution that jointly optimizes the 
locations of AeBSs and the partially overlapped chan-
nel assignment scheme to maximize the throughput of a 
multi-AeBS system. However, in a dynamic environment 
where the network topology undergoes changes, the heu-
ristic algorithm requires reinitialization and execution 
for the new topology, resulting in significant computa-
tional complexity for the system. To solve this problem, 
researchers begin to introduce DRL into AeBS deploy-
ment optimization problem. In Ref. [28], a 3D deploy-
ment algorithm for AeBSs based on deep Q-network 
(DQN) is proposed. Researchers found that deploying 3D 
locations of AeBSs using DRL can significantly increase 
system capacity. In Ref. [29], a DRL-based AeBS deploy-
ment algorithm is proposed, and simulation results 
demonstrate its significant superiority over the rewards-
based greedy algorithm. Nevertheless, these methods 
follow a centralized paradigm, leading to limitations in 
scalability and flexibility. As the number of AeBSs to be 
controlled increases, the performance of the centralized 
DRL algorithm will degrade significantly due to the com-
plexity caused by the large action space. Then research-
ers begin to use multi-agent deep reinforcement learning 
(MADRL) algorithms to solve the deployment problem 
of multi-AeBS. In Refs. [30, 31], a popular MADRL algo-
rithm, multi-agent deep deterministic policy gradient 
(MADDPG), is adopted to decide the location planning 
of AeBSs, and results show that the MADDPG-based 
algorithm is more efficient than centralized DRL algo-
rithms in obtaining the solution.

However, in the multi-agent framework mentioned 
above, it is necessary for agents to interact with infor-
mation such as states and actions, which can result in 
frequent communication overhead and privacy issues 
between agents. Federated learning, a decentralized 
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machine learning method, promises to address these 
challenges by conducting distributed local model train-
ing and transmitting only encrypted model parameters. 
Reference [32] illustrates the potential benefits of intro-
ducing federated learning into aerial networks, and 
authors in Ref. [33] explore the air-ground integrated 
federated learning system, aiming to optimize location 
and resource allocation of the AeBS to achieve energy-
efficient and low-latency training for terrestrial users. 
Considering the benefits brought by federated learning, 
several works propose to combine MADRL with feder-
ated learning framework to fix the abovementioned prob-
lems recently. In Ref. [34], researchers apply federated 
deep Q network (Fed-DQN) to the scenario of the inter-
net of vehicles and concluded that the biggest advantage 
of introducing federated reinforcement learning is that it 
can achieve better results faster when new agent nodes 
are added. In Ref. [35], researchers develop a federated 
DRL-based cooperative edge caching approach, facilitat-
ing base stations to collaboratively learn a shared model 
and address the intricate and dynamic control challenges 
involved.

Motivation
As mentioned in the literatures above, facing the high 
data rate demand of future services, capacity enhance-
ment is crucial for AeBS-assisted cloud computing net-
works. To achieve this goal, mmWave band can be used 
for air-to-ground links to enhance system capacity. Fur-
thermore, the locations of AeBSs can be adjusted with 
the goal of maximizing system capacity, in order to lev-
erage the advantages of flexible deployment of AeBSs 
and adapt to network dynamic requirements. However, 
traditional multi-AeBS deployment using MADRL pre-
sents challenges related to communication overhead and 
privacy. Introducing federated learning into MADRL 
brings several potential benefits: 1) Ensuring data privacy 
by avoiding raw data leakage; 2) Accelerating DRL model 
convergence, especially in time-sensitive scenarios; 3) 
Improving system scalability through parameter commu-
nication and generalization; 4) Addressing the data island 
problem arising from the limitation of each agent’s obser-
vations. Therefore, in this work, we incorporate federated 
learning into MADRL to effectively address the deploy-
ment optimization problem of multi-AeBSs.

Our contributions
This paper proposes a federated DRL-based AeBS 
deployment optimization algorithm with an aim to max-
imize the capacity of AeBSs to serve ground users. The 
main contributions can be concluded as follows: 

1 To improve the capacity while fully exploit the adap-
tive mobility of the multi-AeBS system, the 3D 
deployment optimization problem of multi-AeBS 
is investigated. AeBSs serve ground users using 
mmWave band to achieve higher capacity gain and 
a federated deep deterministic policy gradient (Fed-
DDPG) algorithm is designed for the deployment 
decision of AeBSs.

2 A HAP-assisted multi-AeBS deployment architec-
ture is designed, in which low altitude AeBS act as 
the local nodes to train its own deployment deci-
sion model, while the HAP acts as the global node 
to aggregate the weights of local models. In this 
architecture, different AeBSs do not exchange raw 
data, and the data privacy concern is addressed and 
the communication overhead of the whole system is 
reduced.

3 Extensive simulations are conducted to compare the 
performance of the proposed scheme with other 
MADRL algorithms, including centralized and fully 
decentralized training approaches. Results indicate 
that the Fed-DDPG algorithm outperforms fully 
distributed algorithms and closely approximates the 
performance of MADDPG, which requires global 
information during training, but with a reduced 
training time.

Organization
The rest of the paper is organized as follows. The system 
model is presented in Section System model and the pro-
posed Fed-DDPG algorithm for 3D deployment of AeBSs 
is specified in Section  Federated deep deterministic 
policy gradient algorithm for AeBSs. Section Simulation 
results and discussions presents the discussions of simu-
lation results. Finally, Section Conclusion concludes the 
paper.

System model
We consider a scenario where multiple low-altitude 
mmWave AeBSs serve ground users in various regions, as 
depicted in Fig. 1. These AeBSs may belong to different 
operators, so for privacy reasons, they are unwilling to 
share information between each other, such as user loca-
tion information. To address this challenge, we propose 
a HAP-assisted multi-AeBS deployment architecture. 
In this architecture, each AeBS trains its local deploy-
ment decision model and periodically uploads the model 
weights to a HAP. The HAP then aggregates the model 
weights from all AeBSs, maintaining a global model. 
This global model is subsequently distributed back to 
each AeBS for further training. Through this federated 
learning framework, AeBSs can benefit from the global 
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knowledge while avoiding direct data sharing, ensur-
ing data privacy and promoting efficient collaboration 
among heterogeneous agents.

Air‑to‑Ground (A2G) channel model
AeBSs and UEs transmit data over an A2G channel, and 
the signal sent by AeBS suffers from both free space path 
loss and excessive path loss. The A2G mean path loss 
between UE u and AeBS m can be modeled as:

where Lm,u
FS  represents the free space path loss and 

Lm,u
FS = 20log(4π fcdm,u/c) , where c is the speed of light, fc 

is the carrier frequency, and dm,u is the distance between 
AeBS m and UE u. ηLoS and ηNLoS refer to the mean value 
of the excessive path loss under the line-of-sight (LoS) 

(1)Lm,u
LoS = Lm,u

FS + ηLoS ,

(2)Lm,u
NLoS = Lm,u

FS + ηNLoS ,

environment and non-line-of-sight (NLoS) environment, 
respectively.

The LoS probability is related to the environment con-
stants α,β and elevation angle θm,u between AeBS m and 
UE u, which can be expressed as [36]:

And the probability of NLoS can be obtained as 
Pm,u
NLoS = 1− Pm,u

LoS .
As a result, the average path loss between UE u and 

AeBS m is as follows:

mmWave beam scheduling
In addition to the A2G propagation path loss, the direc-
tional mmWave antenna gain significantly impacts the 
AeBS channel. In this study, we assume that a 3D beam 

(3)Pm,u
LoS =

1

1+ α exp −β θm,u − α
.

(4)Lm,u = Pm,u
LoS × Lm,u

LoS + Pm,u
NLoS × Lm,u

NLoS .

Fig. 1 HAP-assisted multi-AeBS deployment architecture
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has a uniform gain GM within its beamwidth and a small 
constant sidelobe gain GS outside the beamwidth. The 
main lobe gain GM can be determined as: [37]:

In the procedure of 3D beam alignment, the time cost τ 
can be derived as [37]:

where δT ,s and δR,s are the sector width at transmitter and 
receiver respectively, while δT ,u and δR,u are the beam-
width at transmitter and receiver respectively. Addi-
tionally, the time Tp is required for the beam to traverse 
through the entire sector and send a pilot signal at each 
position for alignment.

To cover the entire considered region with the nar-
row mmWave beam’s strong directivity, beam scanning is 
necessary. When the number of associated UEs exceeds 
the available beams of an AeBS, a round-robin scheme is 
adopted for mmWave beam scheduling. The approxima-
tion of the average ratio of time-frequency resources ηu 
occupied by UE u is given by:

where Nb is the number of mmWave beams of the AeBS 
and Nu is the number of UEs. In the following part, we 
take beam alignment time cost and resource utilization 
ratio into consideration when modeling the capacity.

Capacity model
In this work, each UE is associated with the unique AeBS 
that provides the strongest received signal. If AeBS m and 
UE u are associated, the SNR ξu of the signal received at 
UE u can be given as:

where Pm is the transmit power of AeBS m, σ 2 denotes 
the thermal noise power, GT ,M and GR,M are the main 
lobe antenna gain of transmitter and receiver, which can 
be calculated according to Eq. (5).

Then the capacity of UE u is:

where B is the bandwidth, τ is the beam alignment time in 
Eq. (6), T is the time slot and τ must be less than one time 
slot T to ensure sufficient time for data transmission.

(5)GM =
2− (2− (1− cos δu))GS

1− cos δu
.

(6)τ =
1− cos δT ,s

1− cos δT ,u
·
1− cos δR,s

1− cos δR,u
Tp,

(7)ηu =

{

1,Nb ≤ Nu,
Nb
Nu

,Nb > Nu,

(8)ξu =
PmGT ,MGR,ML−1

m,u

σ 2
,

(9)̺u = ηu

(

1−
τ

T

)

B log2 (1+ ξu),

The capacity of the whole system can be calculated as:

where Um represents the UE set associated with AeBS m 
and M is the total number of AeBSs in the system.

Problem formulation
In this work, our objective is to maximize the capacity of 
the entire system by optimizing the 3D locations of the 
AeBSs. The formulation of the optimization problem is as 
follows:

where M is the set of AeBSs in the considered system and 
 ̺ is the system capacity in Eq. (10). Constraints C1-C3 

prevent AeBSs from flying beyond the boundaries of the 
considered region, while C4 imposes restrictions to avoid 
collisions between AeBSs.

Federated deep deterministic policy gradient 
algorithm for AeBSs
In this section, we propose a Fed-DDPG algorithm to 
decide the 3D positions of AeBSs to achieve better sys-
tem capacity. First of all, in our Fed-DDPG algorithm, 
the agent is each AeBS whose observation, action, and 
reward are defined as follows:
Observation: Each agent’s observation is the current 

3D location of each AeBS, om = (hm, xm, ym).
Action: Each agent’s action is the movement 

distance in vertical and horizontal directions, 
am = {(�hm,�xm,�ym)}.
Reward: The reward is set as the system capacity calcu-

lated in Eq. (10).
In the DDPG algorithm, each agent has two modules: 

actor and critic. The critic is trained using neural net-
works to approximate the action-value function Q(s, a), 
while the actor is trained to output deterministic actions 
based on the current state, aiming to approximate the 
optimal deterministic policy.

The actor determines the selection probability of the 
action based on the current observation. In the envi-
ronment, there are M agents and the deterministic poli-
cies for all agents µ = {µ1, ...,µM } are parameterized by 
θ = {θ1, ..., θM }. The actor is updated by minimizing the 
gradient of the expected return for agent m, given by:

(10)̺ =

M
�

m=1





�

u∈Um

̺u



,

(11)

max
{xm,ym,hm}

̺

s.t. C1 :xm ∈ [xmin, xmax], ∀m ∈ M

C2 :ym ∈ [ymin, ymax], ∀m ∈ M

C3 :hm ∈ [hmin, hmax], ∀m ∈ M

C4 :(xm, ym, hm) �= (xl , yl , hl),∀m, l ∈ M,m �= l,
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The critic approximates the value function of the 
observation-action to evaluate the actor’s selected 
action. The critic network is updated by minimizing the 
subsequent loss function:

where yj is the target value and can be estimated as:

where γ is the discount factor and µ′
m is the target policy 

with parameter θ ′m.
Upload the model parameters to the global server 

for model aggregation after the dispersed training, the 
aggregation process for actor networks is as follows:

where θg ,a is the weight of the global actor network, θml,a 
is the weight of the local actor network, and n is the total 
number of selected AeBSs.

Similarly, the aggregation process for critic networks 
is as follows:

where θg ,c is the weight of the global critic network and 
θml,c is the weight of the local critic network.

Figure  2 shows our proposed Fed-DDPG algorithm 
structure. In the proposed algorithm, each AeBS agent 
has a DDPG model for distributed training. Each AeBS 
agent interacts with the environment independently 
and updates its own model based on its current state. 
Periodically, AeBS agents upload their local model 
weights to the HAP and the HAP receives and aggre-
gates the weights, and then constructs an updated 
global model by using federated averaging. The feder-
ated learning function is conducted at HAP as HAP 
can hover at a high altitude and provide reliable, high 
LoS links with low-altitude AeBSs. Through this mech-
anism, the AeBS agents can exchange local model 
weights without exposing raw data, thereby address-
ing privacy concerns and reducing communication 
overhead. By maintaining and sharing a global model, 
the training efficiency is improved, as AeBS agents can 

(12)

∇θmJ = E

[

∇θmµm

(

o
j
m

)

×∇amQ
µ
m

(

oj , a
j
1
, ..., a

j
M

)
∣

∣

∣

am=µm

(

o
j
m

)

]

.

(13)L(θm) = E

[

yj − Qµ
m

(

oj , a
j
1, . . . , a

j
M

)]2
,

(14)

yj = r
j
m + γ ·Qµ′

m

(

o
j
new , a′1, ..., a

′
M

)∣

∣

∣

a′m=µ′
m

(

s
j
m

),

(15)θg ,a =
1

n

n
∑

m=1

θml,a,

(16)θg ,c =
1

n

n
∑

m=1

θml,c ,

leverage the collective experience and knowledge, over-
coming the limitations of their individual experiences.

Algorithm  1 3D locations of  AeBSs with  federated 
deep deterministic policy gradient algorithmThe spe-
cific procedure of the Fed-DDPG algorithm is shown 
in Algorithm 1. To begin with, each AeBS initializes its 
deep neural networks with random weights. The expe-
rience memory, enabling agents to retain and reuse past 
experiences, is initialized. Afterward, the noise level 
for random action exploration and the frequency of 
federated learning are configured. During the training 
process, the agent generates experience through inter-
actions with the environment, storing it in the expe-
rience memory buffer. Subsequently, the experience 
memory buffer is sampled, and both the actor and critic 
networks are trained using the sampled experiences. 
Each AeBS periodically uploads network parameters to 
the HAP and obtains the aggregated parameters of the 
HAP. To enhance learning stability, the target network 
parameters are updated gradually through soft updates.

Then we analyze the computational complexity of the 
algorithm. In the current scenario, the difference in the 
computational complexity of different DRL algorithms 
mainly depends on two parts, the number of network 
inputs and the communication overhead. Fed-DDPG 
belongs to the Fed-DRL algorithm and MADDPG 
belongs to the MADRL algorithm.

1) The number of network inputs: In the MADRL 
algorithm, all observations and actions of the agents 
are considered as inputs. The action of AeBS is defined 
as A, the observation of AeBS is defined as S, and the 
number of AeBS is defined as M. In the network of each 
AeBS, the number of network inputs for the MADRL 
algorithm is O(M ∗ (A+ S)) and the number of network 
inputs for the Fed-DRL algorithm is O(A+ S).
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2) The communication overhead: In the MARL frame-
work, each agent needs to communicate state informa-
tion to all other agents. This leads to MARL frameworks 
relying heavily on agents’ communication, and federated 
learning can solve this problem. The observation and 
action of AeBS are defined as O, the number of bits to 
store a unit of data is defined as C, and the number of 
AeBS is defined as M. The overhead in the MADRL algo-
rithm is equal to (M ∗ O ∗ C) , and the overhead in the 
Fed-DRL algorithm is equal to (O ∗ C).

Simulation results and discussions
Simulation is carried out in a 6 km × 6 km urban envi-
ronment, and the vertical flight range of AeBSs is 
from 10 m to 200 m. The simulations are conducted 
in a Python 3.8 environment with torch 1.7.1. The 

environment’s simulation parameters are detailed in 
Table 1 and the hyperparameters of the Fed-DDPG are 
listed in Table 2.

We compare our proposed Fed-DDPG with the 
other four MADRL algorithms: MADDPG, distributed 
DDPG (Dis-DDPG), MADQN, and Fed-DQN. Among 
them, Fed-DDPG and Fed-DQN belong to the Fed-
DRL algorithm, MADDPG and MADQN belong to the 
MADRL algorithm. The details of the five algorithms 
are as follows: 

1 Fed-DDPG: Fed-DDPG is an algorithm that intro-
duces federated learning into MADRL. Each AeBS 
can only observe its own observation and uploads its 
deep deterministic policy gradient network param-
eters to Hap for aggregation.

Fig. 2 The Fed-DDPG framework for HAP-assisted multi-AeBS deployment
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2 MADDPG [31]: MADDPG is a MADRL algorithm 
that is centrally trained and distributively executed. 
In the current scenario, each AeBS has a DDPG net-
work and the critic networks can obtain the observa-
tion of all other agents.

3 Dis-DDPG [38]: Dis-DDPG is a fully distributed 
algorithm. And each AeBS makes decisions based on 
its own observation.

4 MADQN [31]: MADQN is a MADRL algorithm. In 
the current scenario, each AeBS has a deep Q net-
work and obtain the observation of all other agents.

5 Fed-DQN [39]: Fed-DQN is an algorithm that intro-
duces federated learning into MADRL. Each AeBS 
can only observe its own observation and uploads its 
deep Q network parameters to HAP for aggregation.

First of all, we depict the learning curve of the proposed 
Fed-DDPG under different aggregation frequencies of 
federated learning in Fig. 3. It can be found that different 

frequencies of federated learning affect the convergence 
process of Fed-DDPG, with every 10 episodes having 
the fastest convergence rate and every 100 episodes hav-
ing the slowest convergence rate. A higher aggregation 
frequency means that the global model is updated more 
frequently, which may lead to faster convergence of the 
model, as the global model can reflect updates from all 
participants in a more timely manner. On the other hand, 
a lower aggregation frequency may cause significant 
fluctuations in the global model between each aggrega-
tion step, resulting in less stable training processes and 
reduced convergence performance. However, it is worth 
noting that high-frequency aggregation may introduce 
more training time, as more frequent model uploads and 
downloads consume more computing resources. This will 
be discussed in our subsequent simulation.

To assess the impact of different aggregation frequen-
cies of federated learning on the total training time, we 
conducted a comparative analysis in Fig.  4. The time 
required for training the model can be divided into two 
parts: computation time and synchronization time. The 
computation time represents the duration needed for 
each AeBS to train the neural network, while the syn-
chronization time accounts for the time taken when each 
AeBS uploads its parameters to the HAP, followed by 
HAP performing parameter aggregation and distribut-
ing them back to each AeBS. We assumed a fixed time for 
each upload and download of the model. As illustrated 
in Fig.  4, the frequency of aggregating different model 
parameters has a significant impact on the total training 
time, suggesting the importance of selecting an appropri-
ate communication frequency. When the communication 
frequency is excessively high, such as communicating 
every 10 episodes, the synchronization time increases 
significantly, leading to a substantial increase in the total 
time. Conversely, when the communication frequency 
is too low, such as communicating every 100 episodes, 
the computation time becomes dominant and occupies 
the majority of the running time. Upon analysis, we find 
that a communication frequency of every 20 episodes is a 
suitable choice for our scene. This frequency allows fed-
erated learning to effectively expedite the model conver-
gence without incurring excessively high synchronization 
costs.

Then we analyze the impact of numbers of deep 
neural network layers on the learning performance, 
as shown in Fig.  5. It can be found that as the num-
ber of layers increases, the performance of the algo-
rithm slightly improves. However, it can also be seen 
that when the number of layers of the neural network 
increases, the convergence efficiency of the algorithm 
is reduced. This is because more layers of deep neu-
ral networks usually require more parameters and 

Table 1 The simulation parameters of the environment

Simulation Parameters Values

Environmental constants α , β 9.61, 0.16

Excessive path loss ηLoS , ηNLoS 1, 20

Speed of light c 3× 108 m/s

Transmit power of AeBS Pm 50 dBm

Channel bandwidth B 150 MHz

Carrier frequency 30 GHz

Sector width δT ,s,δR,s π/2 , π/2

Beamwidth δT ,u,δR,u π/6 , π/6

Pilot duration ratio Tp/T 2× 10−4

Side lobe gain GT ,S,GR,S -10 dB, -10 dB

Thermal noise power density -174dBm/Hz

Number of mmWave beams Nb 32

Table 2 The hyperparameters of Fed-DDPG

Network hyperparameters Values

Layer type of actor Fully connected

Neurons of hidden layers for actor [64,64]

Layer type of critic Fully connected

Neurons of hidden layers for critic [64,64]

Optimizer Adam

Activation Function Leaky ReLU

ǫ in ǫ-greedy 0.1

Memory size 10000

Batch size 512

Discount factor 0.9
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computational resources, so training time and compu-
tational costs may be relatively high, which is not suit-
able for resource-constrained environments. Therefore, 
in our scene, it is recommended to set the number of 
layers of the model to 3 or 4, which can achieve a satis-
factory convergence at a faster rate of convergence.

Figure  6 illustrates the influence of the number of 
AeBSs on the system capacity. Our proposed scheme 
is compared against four other MADRL algorithms. 
By comparing MADDPG and Fed-DDPG, MADQN 
and Fed-DQN, it can be found that federated learning 
can approach the performance of centralized training 

Fig. 3 The reward of Fed-DDPG at different aggregation frequencies of federated learning

Fig. 4 The total time of training model at different frequencies of federated learning
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algorithms that know the global observations. Under the 
different number of AeBSs, the Fed-DDPG algorithm 
can reach at least 94.6% of the MADDPG algorithm’s 
performance, and the highest can reach 96.7% of the 
MADDPG algorithm’s performance. Fed-DDPG outper-
forms Dis-DDPG which treats each AeBS training as an 

independent operation and makes decisions based on its 
own observation. In addition, with the increase of AeBSs, 
the average capacity increases gradually. This is because 
when the number of AeBSs increases, the communica-
tion resources of the system increase, and the capacity of 
each UE increases.

Fig. 5 The reward of Fed-DDPG with different numbers of deep neural network layers

Fig. 6 Averaged capacity for different numbers of AeBSs
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Fig. 7 Averaged capacity for different numbers of UEs

Fig. 8 Training time of different DRL algorithms with different numbers of AeBSs
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Figure 7 presents the impact of the number of UEs on 
the system capacity and UEs represent the total num-
ber of users served by AeBSs. Under the different num-
ber of users, the Fed-DDPG algorithm can reach at 
least 92.4% of the MADDPG algorithm’s performance, 
and the highest can reach 97.1% of the MADDPG algo-
rithm’s performance. Moreover, the average UE capac-
ity of the Fed-DDPG algorithm is better than that of the 
completely independent distributed DDPG. From Figs. 6 
and 7, it can be found that the performance of the algo-
rithm based on DDPG is better than the algorithm based 
on DQN. This is because DDPG has the following two 
advantages compared with DQN in the current scenario: 
Firstly, the discrete action space is extended to the con-
tinuous action space. Secondly, the Actor-Critic frame-
work is introduced to better explore the environment and 
train the model.

Figure 8 shows the training time of different MADRL 
algorithms with different numbers of AeBSs. By compar-
ing Figs.  6, 7, and 8, it can be found that although the 
performance of the MADDPG algorithm is slightly bet-
ter than Fed-DDPG, Fed-DDPG can save a lot of training 
computation time. Compared with the MADDPG algo-
rithm that knows the global information, the Fed-DDPG 
algorithm can save at least 21% of the training time and 
up to 29.4% of the training time. Fed-DDPG also has bet-
ter training speed than completely independent distrib-
uted DDPG. In addition, Fed-DQN also has less training 
time than MADQN. The training time of Fed-DRL is 
lower than MADRL. This is because Fed-DRL has fewer 
network inputs and lower communication overhead than 
MADRL according to the analysis of algorithm computa-
tional complexity in Section Federated deep determinis-
tic policy gradient algorithm for AeBSs.

Based on the previous simulation results comparing 
Fed-DDPG and MADDPG on algorithm performance 
and training time, we observe that the introduction of 
federated learning into MADRL can significantly accel-
erate convergence. Furthermore, the performance of 
Fed-DDPG can approximate MADDPG algorithms but 
with less training time. The shorter training time means 
that AeBSs can be deployed faster, and the reduced 
information exchange between different AeBS means 
that AeBS can save communication resources and pro-
tect privacy. Considering the goals of rapid multi-AeBS 
deployment and privacy preservation, our Fed-DDPG 
algorithm proves to be a more suitable for the scene.

Conclusion
In this article, the 3D deployment of multi-AeBS is 
modeled as the maximum system capacity problem, 
and the Fed-DDPG algorithm is designed to solve the 
problem. Inspired by the federated learning framework, 

we introduce a HAP-assisted multi-AeBS deployment 
architecture, where low-altitude AeBSs train their indi-
vidual local models, and the HAP serves as a global node 
responsible for model aggregation. Simulation results 
show that the proposed Fed-DDPG achieves close per-
formances to the MADDPG algorithm which knows the 
global information with less training time. The optimal 
aggregation frequency in the algorithm considering the 
time of uploading and downloading models is also dis-
cussed through simulations. However, there is still scope 
for enhancing the method proposed in this article. For 
instance, the strategy aggregation of the proposed 
approach relies on the FedAvg method, which might face 
challenges when dealing with disparities in computing 
resources, storage capacity, and data distribution among 
different AeBSs. In our future work, we plan to develop 
better-performing aggregation techniques that can cater 
to the requirements of heterogeneous application sce-
narios in aerial cloud computing networks.
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