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Abstract 

Load balancing is major issue in federated cloud environment. Various services can be offered by different cloud 
service providers. As per current working environment cloud computing is used in major applications such as educa‑
tion, online shopping, multimedia services, etc. Dynamic load balancing is required to handle the resources. Feder‑
ated cloud has various services offering system with computing resources, resource pooling, internet access services 
and storage. Intelligent Genetic algorithm is proposed to provide efficient load balancing service in hybrid cloud 
environment. Virtualized Intelligent Genetic Load Balancer algorithm consists of load balancer and resource provision‑
ing system to allocate the resources. Enhanced Load Balancer is used to preserve the load and minimize the span 
time based on resource provisioning method. In this work we analyse automated virtual machine services by using 
runtime resource provision. Here we use enhanced load balancer to measure the performance using virtual machine 
placements, resource utilization and automated quality requirements. We design a deep belief network based 
on requirements and measure the accuracy using TensorFlow. The simulation results test the accuracy and compare 
the results. Virtualized Intelligent Genetic Load Balancer system is achieving the accuracy of 95% based on overall 
capacity requirements. We compare Virtualized Intelligent Genetic Load Balancer system performance with existing 
simulations results and compared the results.

Keywords Enhanced load balancer, Deep belief networks, Virtual machine, Cloud service provider, Intelligent genetic 
algorithm

Introduction
Cloud Service Provider (CSP) is offered various cloud 
services to the user based on requirements. Commer-
cially various CSPs are available based on the require-
ments. For example Amazon Web Services are providing 
single touch application service for user and they can 
access the resources like storage or application level ser-
vices [1]. Google Provides virtual provisioning based 
services such as driver for storage, docs for applications, 
meet of video conferencing services. Also various online 

platforms are available for booking, ordering, ticketing 
and shopping [2]. In this case during seasonal or festival 
time various CSPs are used to provide uninterrupted ser-
vice to the user. So we need efficient load balancing sys-
tem for handling these issues [3].

On demand servicing is another issue while imple-
menting federated cloud services. In this case services 
are offered from remote location [4], access the resource 
from anyplace while sitting once place with the help of 
internet [5] and delivery of services [6]. The services are 
classified as infrastructure, platform and application. It is 
internet based access model so service level offering need 
to considered for implementing cloud [7, 8]. User can 
access the data or resource from cloud pool and verify 
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the access privileges based on the requirements while 
mutual agreement stage [9].

As per cloud surveys, it is not required for physical 
location access, computing configurations, storage level 
access and administrative privileges. While setting cloud 
environment we need to consider the features such 
as virtualization [10], on demand service [11], pay for 
use model [12], geographic access [13] and service lev-
els [14]. So internet is major key player for implement-
ing services with dynamic features and reliable service 
[15]. Figures 1 and 2 show that federated cloud environ-
ment access with load balancing access. In this paper we 
measure the performance of on demand access privilege 
with new featured services based on usage.

Based on above representation various cloud user can 
access resource from CSP. In this case we need to con-
sider various service agreement categories such as rank-
ing, predicting user access, profile agreement, cloud 
broker representations and services. While implement-
ing this at the same multiple users can the CSP means we 
need effective load balancer to handle it. So our objec-
tive is to create effective load balancer to handle the 
above issue and propose the method to analyze the per-
formance. In this paper, Sect.  2 explains various related 
works, Sect.  3 gives proposed intelligent approach for 
handling load balancer, Sect. 4 test the experiments using 
proposed algorithm, Sect. 5 gives experimental setup and 

comparison of existing methods and Sect. 6 propose con-
clusion and future work.

Related works
IBM, VMWare, Amazon and Google are service offering 
system and provide access level services. Manikandan 
et  al., gives information above Gmail is providing inter-
net mail service and access the resource from GApp. 
Private cloud model is available for selecting small range 
of organization and company specific usage [16]. Wong 
et al., Fully integrated system is available to replace exist-
ing networks, intranet access, storage and infrastructure. 
Amazon and Google provides hybrid mode of cloud ser-
vice providers with existing IT infrastructure.

Runga et  al., cloud deployment model is enables per-
sonalized cloud space, configuration of home network 
optimization and peer-to-peer cloud computing. The 
dynamic nature cloud space assisting service is required 
for scaling the networks. In this case, we considered indi-
vidual service offering system, networking components, 
geographically accessing modes and data centre optimi-
zation [17].

Quang et al, load balancing is handled in various virtual 
machines which select major priority on task and schedul-
ing. Here the low level task can be allotted to separate broker 
like cache optimizer. In this case we need consider service 
operator, storage level, agreements and virtual provision.

Fig. 1 Cloud User service level management with Broker service using CSP
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Large scale computing or infrastructure is another 
issues and it can be affected the efficiency. Ant bee vir-
tual provisioning method is proposed by Zinga et al and 
it is update the feature by dynamic nature. Yung et  al, 
dynamic hill climbing method is used to measure each 
node transaction results and measure the throughput 
based on fitness function. Circular based round robin 
method is used to measure the QoS and each virtual 
machine selected by using load balancer. So load balanc-
ing is major key factor balancing the hybrid cloud and to 
increase the utilization factor [18].

 Virtual machine is to set the federated cloud means we 
need effective load balancer. As the various studies we 
propose the enhanced intelligent load balancer for han-
dling VMs and selecting priority based resources from 
cloud pool. It is a cluster based approach to measure the 
response time of each node and finds the resource pool 
[19]. We implement hybrid model for resource utilization 
and waiting time calculation of each task. So we propose 
genetic deep belief network model for select-wait-stop 
based system [20].

Problem statement – load balancing
Load balancing are crucial are often each static and 
dynamic. Static schemes don’t use the gadget info and are 
a lot of less complicated whereas dynamic schemes can 
deliver further charges for the device however will modi-
fications because the gadget fame changes. A dynamic 
scheme is employed right here for its flexibility. The 
model encompasses a main managing resource and bal-
ance the load. Thus, the dynamic control has very little 
impudence on the alternative running nodes. The system 
standing then affords a basis for picking the correct load 
balancing method. The load balancing version given dur-
ing this story is aimed toward the general public cloud 
that has numerous nodes with distributed computing 
assets in several completely different geographic loca-
tions. Thus, this model divides the public cloud into sev-
eral cloud partitions.

Once the environment may be terribly large and com-
plex, these divisions modify the burden balancing. The 
cloud encompasses a primary controller that chooses the 
acceptable walls for incoming jobs whereas the balancer 
for every cloud partition chooses the fantabulous load 
balancing approach. Trust means that security and pri-
vacy and to require the chance at any cost. Cloud shared 
many sorts of distributed resources to completely dif-
ferent organizations, thence establishing trust between 
Cloud users and Cloud Service Providers. It’s a really 
huge issue during a Cloud Environment. The amount of 
tools and models are developed to resolve these problems 
in distributed systems.

The usually used trust models are Cuboid Trust, chem-
ist Trust, Bayesian Network based mostly Trust Man-
agement, cluster Rep, AntiRep, Linguistics net world 
trust, Peer trust, and so forth however industries don’t 
seem to be settle for the higher than models thanks to 
lack of standardization and bury operability. The analy-
sis method regarding trust and cloud models are forever 
inter dependent and to live the safety strength and trust 
values are their attributes. Cloud Security Alliance ser-
vice are the challenges and used to assess security of ser-
vices in cloud model.

The assorted cloud trust mechanisms are used make 
sure the security and privacy of the users accessing the 
services. Names supported trust, SLA verification, Pol-
icy, proof are the number of the prevailing trust ways 
within the cloud. Policy based mostly trust may be a real 
formal trust mechanism utilized in Public Key Infra-
structure (PKI). Trust and Reputation are in several 
and it’s involving computation of every trust. The trust 
reputation is that the collective opinion of a commu-
nity towards that entity and classified into express trust 
and indirect trust. Express trust is that the most causa-
tive issue for trust computation and that they are wide 

Fig. 2 Flow Chart for Proposed Cloud Optimizer Simulation
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utilized in e-commerce and P2P networks. A Service 
Level Agreement(SLA) may be a legal contract between 
a cloud user and cloud service provider. It’s a vital basis 
of trust management for cloud computing. Obvious 
based mostly trust, the expected behaviour on the evi-
dence regarding the trustee’s attributes of Competency, 
goodwill and integrity. The federate cloud is the develop-
ment of multiple internal and external cloud computing 
services to match the business models and needs. This 
is services that perform a standard action and multiple 
cloud service suppliers are operative along in federation.

This is often inter-cloud relationship model and intercon-
necting the cloud computing environments with additional 
service providers for managing load balancing, traffic and 
demand. The service providers could demand the resource 
supported consumers’ agreement and resource management. 
Federation solves several issues by providing one authority for 
sign on. The user merely enters the system where they enter 
it, is documented via the remote system, and is given a fed-
erate token that permits them to traverse the network freely, 
as long because the server they want to access trusts and 
respects the authority of same federate token.

Enhanced load balancer – virtualized load balancer 
with optimized cloud pool selection
Load balancing is the important factor in hybrid cloud. It is a 
mechanism to allocate resource to VM in dynamically from 
CSP or Cloud resource pool. CSP is having major issue in 
selecting load balancer and optimizing the cluster. We pro-
pose virtualized intelligent genetic algorithm with measuring 
response time, turnaround time, resource utilization, toler-
ance against fault and improved in accuracy. We generate 
enhanced load balancer by using below pseudo code,

Conditions
Load Balancer:

Case 1: Static Mode – Cloud Environment in stable 
mode so we fix the cloud services are in constant 
mode – Compute, Network, Storage are in Constant. 
We couldn’t change their allotted resource.
Case 2: Dynamic Mode – In this case we can change 
the requirements based on resource provisioning 
results. Ii is selected based on demand and elastic 
property.

We select Virtualized Intelligent Genetic Load Balancer 
method with static and dynamic based on the request

The above Fig. 3. show that how the load balancer can han-
dle the data centre inputs and optimize the virtual machine. 
Here we gives the algorithm of balancing the load in virtual 
machine based on resource provision selected by user.

Algorithm 1. Load Balancer – Optimizer of CSP

Fig. 3 Load Balancer Optimization – Request from User and Service from CSP/VMs
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Virtualized Intelligent Genetic Load Balancer load bal-
ancer connect the resource from resource pool and the 
resource is available means we can set VM. This case 
once VM is selected means next step to allocate the 
resource from the user request. The user request can be 
classified by using Deep belief network classifier. Because 
it is virtual handler to classify the request as infrastruc-
ture, application and platform level services. Then ser-
vice level agreement is created based on demand if it 
is required means it can be elastically increased. Our 
enhanced load balancer transfer the task from one data 
centre to another VM or CSP. We used virtualized intelli-
gent genetic algorithm with load values and their weight. 
It is allocated based on Deepq round robin process. 
Finally the execution and turnaround time is calculated. 

The below Fig.  4  shows that allocation of loads with 
resources, completion time, performance index. It is high 
priority task allocation model with lesser time execution.

Experimental setup – load balancer
Virtualized Intelligent Genetic Load Balancer algorithm 
can schedule the resource based on user request. Here 
we are selecting the virtual machine, allocating resources-
based resource pool information, data centre for storage 
and risk assessment. In this paper we implement resource 
provisioned access control module and simulate the sys-
tem using Deep belief network optimizer. Resource pool 
is allocating the resource based on programmed results 
and access values. The request is sent to broker and apply 
classification. Here the sources are classified and stored in 

Fig. 4 Virtualized Intelligent Genetic Load Balancer
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repository for selection. The data centre features are ana-
lyzed by using VM execution time and memory optimiza-
tion shown in Figs. 5 and 6. In this case R is represented 

as Resource such as IO operations, capacity, wait, CPU, 
Load; UR is unrequested, Td is Total Data centre and D is 
represented as number devices are allotted VM.

Fig. 5 Load Balancer – Web resource selection and allocation

Fig. 6 Deep Belief Network Generation based on the Load
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Cloud analytics
Cloud Analytics is applied for analyzing the risk and 
user level. Because Virtualized Intelligent Genetic 
Load Balancer system provides a security enabler 
based on service level agreement. So we identify the 
risk based on request and unrequest category. It is self 
and automated system based alert based system. Here 
resource evaluation can be done based below user 
selection factor

From above equation we idenfied the risk and 
remove the user while the above condition fails. If the 
result is in positive case Virtualized Intelligent Genetic 
Load Balancer algorithm will start work associated 
with resource provision scale and managing federated 
cloud.

Algorithm 2. Virtualized Intelligent Genetic Algorithm – Deep Belief 
Network Classifier

By applying distribution factor to eliminate redundant 
data for classify the weights,

(1)

User (risk)i =











U

0if Ri < URi

Reqi − UNreqiifURi < Ri < FREE_LOOKi

1if Ri > FREE_LOOKi

Phase 1: Initial process
First phase execution time is calculated for each virtual 
machine and stored.

Select the number of VM based on availability.
Three Cases: Host, Virtualizer, Guest
Host – Manage the whole VM, Guest – Selecting the 

Components and specify the communication, Virtualizer 
– Compute, Network, Storage and application resource 
handler.

In this case based on L (load) we find estimation index 
(EI) is represented as

Weight index and transaction factor is calculated as

From the equation the transaction is stored and allot 
the resource to cross over section result.

Phase 2: Virtualized Intelligent Genetic Cross Over 
Validation function
For the each cloud attenuation index is measured based 
on time with respect to load priority.

where.
N
i=1 AI(Load) = 1 and Time – execution time of VM.

Based on above representation the trust can be 
recorded as.

Quality factor is measured by

(2)D(X, Y) = F
(

x, y
)

−
(

logiW (i)− logWmax
)

(3)

EI (load) =
�

EIij
�

N ∗ X.

EI (load) =











EI11 EI12 · · · EI1n
EI21 EI22 · · · EI2n
· · ·

EIn1

· · ·

EIn2

· · ·

· · ·

· · ·

EInn











(4)Weight Index (load) =

n
∑

1

EIij(i = 1, 2, ...n)

(5)Weight Index (x, y) = W (x, y)∗i =
XiY

′

i
∑m

i=1 Xiy
′

i

(6)

Transaction(Ti) = exp

(

Time
(

W(x, y)i ,CSPj

)

−min(Useri)

max
(

W(x, y)i
)

−min
(

W(x, y)i
)

)

(7)AI(load) =
Time (csp)τi

∑n
j=1 Time (csp)τ

(8)TRr =

m
∑

1

TensorTime,Weight × Time(i)max × AI(load)



Page 8 of 12Rajkumar and Katiravan  Journal of Cloud Computing          (2023) 12:138 

From the above result tensor time is calculated for 
measuring accuracy.

Phase 3: Measuring Execution Time
The virtual machines are selected based on finite 

number of iteration and set least probability factor. The 
intelligent genetic algorithm is used to select the VM 
from group D and transaction factor is measure for 
each completed process,

In this case minimum transaction or less probability 
values VM are not considered and remove form D. The 
weight function is calculated based on each completed 
transaction execution time and turnaround time. The 
Time factor is calculated as,

From above the result processing time of CPU and 
execution times are recorded. Same process is contin-
ued for all the VMs and CSPs. For the below Table  1 
shows that CSP status and their execution time calcu-
lated based on above formulas,

TensorFlow is used to simulate our system with the 
configuration of 3.75  GHz GPU computing system, 
1 TB HDD and 8 GB RAM. For running operating sys-
tem we used windows 10 for execution. From the below 
Table 2 shows that input for processing the simulations,
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(10)Tensor (Time (i) = Quality ∗ Estimate(Q)T

(11)φ(load) = Quality(Load) ∗

[

1
(

Transaction(i)+ EI−n
)

]

(12)
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(

Weightj
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Based on above test conditions, we calculated VMs 
turnaround time and execution time is calculated. 
Below Table 3 shows that the result of VMs execution 
factor.

From above time values we need to calculated accuracy 
factor for each VM using same load and weight factors. 
The below formula shows that calculation of accuracy, 
precision, recall and measure values. From this success 
index is calculated.

From this sentiment index is calculated as

From this formulas are taken for calculating index, the 
below Table  2 represents trained and test data values 
with iterations.

From the above table we calculated accuracy factor 
and other deep learning results. Multiple iterations 
are done simulating cloud environment. Based on this 
over proposed Virtualized Enhanced Load Balancer 
with Intelligent Genetic algorithm gets average accu-
racy result of 95%. Also the below Table 4 shows that 
comparison of proposed with existing load balancer 
methods.

From above Table  5 and Figs.  7 and 8 shows that 
the comparison of existing methods with Virtualized 
Intelligent Genetic Load Balancer virtualized intelli-
gent genetic algorithm. Compare with existing method 
Virtualized Intelligent Genetic Load Balancer system 

(13)Quality(Accuracy) =
Wmax +Whidden

N

(14)Quality(Precision) =
Wmax

N − Quality(Accuracy)

(15)Quality(Recall) = 1−
Quality(Accuracy)− X

N

(16)Quality(Measure) = Quality
(

Accuracy
)

+

∑

Quality(Precision ∗ Recall)− N

(17)

Sucess_Index =
Quality

(

Accuracy+ Precision
)

− N

Quality(RecallXMeasure)

Table 1 CSP Status and their execution time results

CSP Date Centres VM-ID Start Time End Time

CSPid1 5 1 2.12 ms 4.52 ms

CSPid2 10 2 3.21 ms 6.33 ms

CSPid3 15 3 3.57 ms 7.27 ms

CSPid4 20 4 4.15 ms 8.23 ms

CSPid5 50 5 5.37 ms 9.28 ms

CSPid6 100 6 7.21 ms 11.39 ms

Table 2 Input values of each processing VM and their dataset

Input (Load and Weight) Deep Belief Network – Classifier

Deep Belief Network 512 X 512 X 3 Layer – TensorFlow

Connected Layers 3 Layer with VM selection

VM Placement Based on classifier accuracy X:iterations

Hidden Points 2,4,8,16,32 Connected nodes
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accuracy index is high and better execution time. The 
comparison result shows that Virtualized Intelligent 
Genetic Load Balancer system has better accuracy 
results. In this case, we compared our virtual intelligent 
genetic method with existing methods such as CNN 
Classifier, Virtual Loader, Sentiment Analyser, Eigen 
Vector. From the above table VMs are increased and 
accuracy rate is compared. Dynamic Load balancer is 
observed in this case in three phases such as guest, vir-
tualizer and host. Each phase performance compared 
and over proposed system has produced better suc-
cess index factor. Multiple iterations, load and weight 
factors also compared in each stage. Load optimiser is 
used to measure the probability factor. Finally the suc-
cess index is achieved as 95%.

Table 3 Result of VMs Execution and Turnaround Time from capacity, load and weight values

Virtual Machine Capacity Load Weights Execution Time Turnaround time

5 10,20,50,100 100 50,100,200,500 0.92,0.91,0.93,0.92 0.94,0.94,0.95,0.94

10 10,20,50,100 100 50,100,200,500 0.91,0.92,0.93,0.93 0.91,0.92,0.93,0.93

15 10,20,50,100 100 50,100,200,500 0.92,0.91,0.92,0.93 0.94,0.93,0.94,0.94

20 10,20,50,100 100 50,100,200,500 0.94,0.93,0.94,0.95 0.94,0.93,0.94,0.95

25 10,20,50,100 100 50,100,200,500 0.93,0.95,0.95,0.94 0.93,0.94,0.94,0.95

50 10,20,50,100 100 50,100,200,500 0.92,0.94,0.94,0.94 0.94,0.94,0.95,0.94

100 10,20,50,100 100 50,100,200,500 0.94,0.94,0.95,0.94 0.91,0.92,0.93,0.93

150 10,20,50,100 100 50,100,200,500 0.93,0.94,0.94,0.95 0.93,0.94,0.94,0.95

200 10,20,50,100 100 50,100,200,500 0.92,0.92,0.95,0.94 0.94,0.93,0.94,0.95

500 10,20,50,100 100 50,100,200,500 0.94,0.93,0.94,0.94 0.94,0.94,0.95,0.94

1000 10,20,50,100 100 50,100,200,500 0.94,.0.95,0.94,0.94 0.94,0.93,0.94,0.94

Table 4 Result of VMs Accuracy, Precision, Recall, Measure and 
Success Index

Virtual 
Machine

Accuracy Precision Recall Measure Success 
Index

5 0.94 0.12 0.86 0.75 94

10 0.94 0.10 0.87 0.77 94

15 0.95 0.12 0.86 0.76 93

20 0.96 0.13 0.85 0.76 96

25 0.95 0.14 0.88 0.78 96

50 0.94 0.12 0.87 0.76 97

100 0.94 0.13 0.86 0.78 95

150 0.95 0.14 0.86 0.76 96

200 0.94 0.12 0.87 0.78 96

500 0.95 0.13 0.87 0.77 97

1000 0.94 0.12 0.87 0.78 96

Table 5 Comparison of various existing methods with Virtualized Intelligent Genetic Load Balancer method

Virtual Machine Success Index (Accuracy Rate in %)

CNN Classifier Virtual
Loader

Sentiment Analyser Eigen
Vector

Virtualized 
Intelligent Genetic 
Method

5 72 81 67 77 94

10 72 80 67 73 94

15 73 79 68 77 93

20 74 78 69 73 96

25 75 77 70 77 96

50 71 81 68 76 97

100 76 78 69 75 95

150 77 79 67 74 96

200 76 81 68 77 96

500 76 79 71 75 97

1000 74 78 69 72 96
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Fig. 7 TensorFlow result of Deep Belief Network Generation and Accuracy Index Calculation
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Conclusion
Load balancing is important issue in cloud optimization 
problem. Cloud service providers and virtual machine 
are the major factor measuring success index. We pro-
posed enhanced load balancer for balancing the loads 
and weights with respect to user requirements. Virtual-
ized Intelligent Genetic method is applied for optimiz-
ing the cloud and measure the execution time at various 
iterations. Each virtual machine is classified by using 
Deep belief Network. TensorFlow is used to simulate 
the cloud environment and measuring the success index 
and accuracy factor. The various experiments are done 
to measure the accuracy and Virtualized Intelligent 
Genetic Load Balancer system achieves 95% as accu-
racy and compared with existing methods. In future 
this method can be implemented for automated and 
dynamic dataset.
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