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Abstract 

As a new approach to machine learning, Federated learning enables distributned traiing on edge devices and aggre‑
gates local models into a global model. The edge devices that participate in federated learning are highly heteroge‑
neous in terms of computing power, device state, and data distribution, making it challenging to converge models 
efficiently. In this paper, we propose FedState, which is an adaptive device sampling and deadline determination 
technique for cloud‑based heterogeneous federated learning. Specifically, we consider the cloud as a central server 
that orchestrates federated learning on a large pool of edge devices. To improve the efficiency of model conver‑
gence in heterogeneous federated learning, our approach adaptively samples devices to join each round of training 
and determines the deadline for result submission based on device state. We analyze existing device usage traces 
to build device state models in different scenarios and design a dynamic importance measurement mechanism 
based on device availability, data utility, and computing power. We also propose a deadline determination module 
that dynamically sets the deadline according to the availability of all sampled devices, local training time, and com‑
munication time, enabling more clients to submit local models more efficiently. Due to the variability of device state, 
we design an experience‑driven algorithm based on Deep Reinforcement Learning (DRL) that can dynamically adjust 
our sampling and deadline policies according to the current environment state. We demonstrate the effectiveness 
of our approach through a series of experiments with the FMNIST dataset and show that our method outperforms 
current state‑of‑the‑art approaches in terms of model accuracy and convergence speed.
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Introduction
With the increase of computing power and memory size 
of mobile devices, more and more machine learning tasks 
are deployed on end devices [1–3]. However, due to the 
problem of bandwidth cost [4–6] and data privacy con-
cerns, It is improper to collect data from clients and 
conduct centralized training with traditional machine 
learning paradigms [7–9] in cloud server. To solve these 

problems, federated learning (FL) [10] is proposed as a 
new distributed machine learning paradigm. A central 
cloud server can train a global model in federated learn-
ing without collecting private data on edge devices. Cli-
ents train a local model with their private data in each 
iteration and then upload local models instead of raw 
data to the central cloud server. Finally, the central cloud 
server will aggregate these local models into a global 
model according to a specific aggregation algorithm.

Using cloud computing technology, we can leverage 
cloud resources to facilitate distributed training and fed-
erated learning [11–13]. This approach entails training 
a global model on a central cloud server, without col-
lecting private data on edge device. Federated learning 
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is becoming a popular and effective method of address-
ing the challenges of bandwidth cost and data privacy in 
machine learning. With cloud computing, we can more 
efficiently deploy and utilize federated learning algo-
rithms. Federated learning still faces many challenges, 
the biggest of which is the problem of heterogeneity [14]. 
And heterogeneity can be subdivided into data, device, 
and state. Data heterogeneity refers to the difference in 
data distribution and data size on different devices. This 
will impact the direction of convergence and thus the 
aggregation of the global model [15]. Device heterogene-
ity means that mobile devices have different computing 
power and memory sizes. It takes shorter for devices with 
strong computing power and larger memory to complete 
the same local iteration round. In synchronous aggrega-
tion scenarios, this may cause waiting problems, affecting 
the time consumed by the aggregation model [16]. State 
heterogeneity means that the state of mobile devices is 
extremely variable. For example, the CPU may be busy 
or idle, the network status may also be unstable, and the 
battery power is variable. The criteria [17] points out that 
only devices that meet certain specific conditions can 
participate in the aggregation process of federated learn-
ing. Therefore, once the state of some sampled clients 
changes during the local training process, these clients 
cannot upload the local model, thus affecting the accu-
racy of the global model.

Recently, a lot of work has focused on the impact of 
heterogeneity on federated learning. Still, most works are 
based on simulated datasets and ignore the critical prob-
lem of state heterogeneity [7, 18–20]. However, state het-
erogeneity will not only greatly slow down the FL process 
but also more easily lead to a decline in accuracy. In a real 
environment, clients may not be able to complete local 
training for various reasons or upload models after the 
deadline. For example, the network connection is inter-
rupted, or the CPU changes from idle to busy. Once the 
client’s state changes, the local training cannot be com-
pleted, and the model cannot be uploaded in time. More 
than 11.6% of the devices in the real state dataset cannot 
upload their model in each round [21], and this propor-
tion will increase with the difficulty of training tasks.

In this article, we consider the federated learning 
problem in heterogeneous scenarios, and we want to 
minimize the impact of heterogeneity by designing an 
efficient client sample strategy and dynamic deadline 
method. However, we are faced with many challenges. 
First, to protect the privacy of data on clients, we need 
to obtain the importance of data on different clients 
indirectly. Second, because of the heterogeneity of the 
state, the sampled device may be disconnected for vari-
ous reasons. When designing the sampling strategy, we 

should consider this factor to sample devices that are 
unlikely to be disconnected in the future. Finally, due 
to the different data sample sizes and computing power 
of different clients, the time required to complete local 
training is also different. This will lead to the problem 
of fast devices waiting for slow devices. If the deadline 
is too loose, the number of clients that can successfully 
upload models may increase, but this will also lead to 
the risk that more users will be disconnected, and the 
training progress is also slowed down. If the deadline 
is too tight, the local model may not have learned the 
characteristics of the data, or many clients may not 
upload their model in time. Therefore, we need to 
dynamically adjust the deadline according to data dis-
tribution, device computing power and device state.

To this end, we propose FedState, a federated learn-
ing framework that can dynamically select clients and 
set deadlines according to the current environment. 
Especially in the framework, we get the importance of 
the devices through the data quality, device status, and 
device computing power. And utilize deep reinforce-
ment learning to adjust our importance measurement 
standards according to different stages of training. 
According to the historical communication time and 
local training time, we can dynamically adjust the pro-
portion of training samples on each device and the 
deadline for uploading the model so as to improve the 
time-to-accuracy of the global model.

The main contributions of this paper are summarized 
as follows:

• By analyzing the user state dataset, we build the 
state model for different users. Through a large 
number of experiments, we quantify the influence 
of state heterogeneity on the accuracy of FL model.

• We propose a DRL-based sampling strategy and 
dynamic deadline algorithm in heterogeneous envi-
ronments.

• We performed experiments on real datasets to 
evaluate the performance of the proposed algo-
rithm. We compare our method with other meth-
ods, and the results further prove the effectiveness 
of our method.

The rest parts of this paper are organized as fol-
lows. The second section introduces the related work. 
The motivation for this paper is given in  Motivation 
section.  System design  section presents the system 
design of our framework. Performance evaluation sec-
tion comprehensively evaluates the performance of our 
method with the state-of-art method. And we conclude 
the paper in Conclusion section.
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Related work
As a new distributed machine learning paradigm, Fed-
erated learning has attracted extensive research in 
recent years. The existing work mainly focuses on pri-
vacy protection [22, 23], communication efficiency 
improvement [20, 24], model aggregation [25, 26], 
Incentive mechanism [27, 28], and application in actual 
scenarios [28, 29]. In this section, we focus on the sam-
pling strategy and deadline control, which are of great 
relevance to our work.

Sampling strategy
Which clients should be sampled is a basic problem in 
federated learning. Now, much work focuses on how to 
optimize the entire FL process through sampling strat-
egy. For example, Wang et al. proposed a control frame-
work based on reinforcement learning that intelligently 
chooses clients to maximize a cumulative reward dur-
ing the training process [20]. Xu et al. designed a new 
device importance measurement mechanism based 
on data distribution and device computing power and 
designed an aggregation algorithm in a heterogeneous 
environment to reduce the deviation caused by hetero-
geneity [7]. Wang et al. considered the federated learn-
ing in the D2D scenario, proposed a data diversion 
scheme, provided g rigorous theoretical analysis of data 
diversion, and used theory to obtain the optimal diver-
sion solution and used GCN to optimize the equipment 
sampling scheme [30]. Balakrishnan et  al. considered 
the diversity of clients when sampling, which is used 
to measure how the selected subset of clients repre-
sents the whole when aggregated on the server [31]. 
Zhang et  al. uses multi-agent reinforcement learning 
and adjusts the sampling strategy according to differ-
ent optimization objectives by using the computing 
power and training behaviour of the device [32]. Cho 
et al. observed that selecting clients with high local loss 
will speed up the convergence. Based on this feature, a 
Power of Choice client selection strategy is proposed 
[33]. Wang et  al. designed a sampling strategy based 
on deep reinforcement learning, which maximized the 
reward by selecting a subset of devices in each com-
munication round. Because the agent needs to select 
K devices from N devices to participate in FL. But too 
large action space makes it difficult to train actor net-
work. So the author only samples one device in each 
round when training and samples the devices with the 
largest Q value before testing. However, this also leads 
to different environments during network training 
and testing, and it may be difficult to sample the best 
subset of devices [20]. Oort is the most effective cli-
ent selection scheme in heterogeneous environments. 

It considers both data and device utility and dynami-
cally adjusts the sampling standard in different training 
stages [34].

Deadline control
Only a little work has been considered on the dynamic 
adjustment of the deadline. SmartPC [35] consists of 
two layers of speed control modules. The global control 
module sets the deadline by monitoring the status of 
each device so that more than 60% of devices can upload 
local models. The local control module adjusts the fre-
quency of each device so that the device can complete 
the training task with the minimum energy consump-
tion. Fedbalancer [19] defines an indicator called dead-
line efficiency(DDL-E). The higher deadline of the DDL-E 
indicator not only allows clients to complete as many 
tasks as possible but also has higher efficiency. And it 
selects training samples according to the statistical utility. 
By adjusting the total number of samples to be trained, 
the client can upload the local model before the deadline.

Nevertheless, no existing work focuses on state het-
erogeneity and optimizing time-to-accuracy. The exist-
ing methods do not perform well when the client state is 
heterogeneous. Most of the work assumes that the client 
state is stable and unchanged, which limits the applica-
tion of these methods in the real world. In contrast, we 
quantify the impact of state heterogeneity on FL, design 
a sampling strategy in a heterogeneous environment, and 
propose an algorithm to dynamically adjust the deadline 
to reduce the impact of heterogeneity to a certain extent. 
In addition, the FedState we propose can automatically 
learn and apply it to real environments with variable 
scales and different levels of heterogeneity.

Motivation
Figure 1 shows the performance comparison of FL under 
the condition of whether state heterogeneity is con-
sidered. We can see that state heterogeneity has a great 
impact on time-to-accuracy.

If the local training time is less than or greater than 
this period, the time-to-accuracy will certainly be greatly 
reduced. In order to quantify the impact of device het-
erogeneity on FL, we conducted a control experiment, 
as shown in Figure A. The red line refers to the result 
without considering the state heterogeneity, and the blue 
line refers to the result under the heterogeneous envi-
ronment. We adopt the random sampling algorithm and 
Fedavg aggregation strategy in both scenarios. We can 
see that state heterogeneity has a great impact on FL. 
On average, some devices will be disconnected in each 
round. If a mechanism can be set to reduce the probabil-
ity of device failure, the time-to-accuracy will be greatly 
improved. Yang et  al. first mentioned the problem of 
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state heterogeneity in his paper and verified the influ-
ence of state heterogeneity on FL through a large number 
of experiments [21]. However, the author does not give 
a definition of the degree of state heterogeneity, so it is 
difficult for us to quantify its impact and give a general 
solution.

We analyzed a large-scale user behaviour dataset [21] 
with more than 136K users to obtain the real user behav-
iour state. According to FL settings, we define the devices 
with idle CPU and WIFI connected and charging as avail-
able. We counted the rate of available devices within 120 
hours. We find that the ratio of available devices changes 
regularly over time. For example, the ratio of available 
devices is the highest in the early morning and the low-
est in the evening. This observation is consistent with 
our common sense because most users will put down 
their mobile phones and charge them in the early morn-
ing, while the evening is the golden time to stay up late 
surfing.

We also visualized the proportion of available users in 
different periods in the behaviour trace. Users with more 
than 80% available time are defined as high-quality users, 
those with less than 20% are low-quality users, and those 
in between are ordinary users. Figure  3 consists of four 
pie charts, representing four parts of a 24-hour day, with 
each period covering a 6-hour time span, and showing 
he proportion of available users over that time period. 
The size of each slice in the pie chart corresponds to the 
proportion of users in different state during that time 

period. We can draw a conclusion from the figure that 
in different periods, different types of users account for 
different proportions. In the early morning, high-quality 
users account for a large proportion, and there is only a 
small probability that users will be disconnected during 
this time period. In the afternoon, ordinary users account 
for a large proportion. Most users have extremely vari-
able statuses, and there is a high probability that the 
model cannot be uploaded normally. So we can define 
the degree of state heterogeneity in the system according 
to the proportion of different types of users.

After classifying the users, we counted the probability 
of available time slots for different types of users in differ-
ent time periods. From Figs. 2 and 3, we can find that the 
probability density curves of the three types of users are 
highly similar in heterogeneous environments with dif-
ferent proportions, so we can fit their probability density 
cures, and thus construct different degrees of heteroge-
neous environment.

System design
In this section, we will discuss the system design of Fed-
State. The system is divided into two modules: the first 
module is responsible for sampling the client, and the 
second is responsible for setting a specific deadline. Fed-
State balances model accuracy and training time through 
these two modules. Specially, we first briefly introduce 
the system overview and then introduce the specific 
design of the two modules in detail.

Fig. 1 The effect of state heterogeneity on federated learning algorithms
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System overview
Figure  4 shows workflow and overall architecture of the 
framework, which follows the synchronization strategy in 
[36]. The Fl server mainly includes two sub-modules. The 

client sampling module collects environment information 
to sample the client with the greatest gain for the current 
round of the model aggregation algorithm. After deter-
mining the sampling client, the dynamic deadline module 

Fig. 2 Probability density plot of available slots

Fig. 3 Proportion of available device in different time slot
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sets the most appropriate deadline according to the heter-
ogeneity information and historical training information 
of different clients so that each client can upload the local 
model before the deadline with the maximum probability.

The system workflow of FedState can be expressed as 
the following main steps. 

(1) Task definition: After receiving the task, the server 
confirms all registered clients in the current system 
and initializes the device information(e.g., phone 
model, computing power, availability...) and data 
information(e.g., data size) of all clients.

(2) Client sampling: After collecting the environment 
information returned by the clients, the client sam-
pling module will select several qualified clients 
from the available clients according to our impor-

tance measurement algorithm and distribute the 
global model to the mobile device.

(3) deadline controlling: After determining the 
subset of sampling devices, the deadline con-
trol module will collect the historical training 
information(e.g., training time, model upload 
and download time, state heterogeneity) of these 
devices and determine the final deadline based 
on these information.

(4) Local training: The client will get the available train-
ing time for the current round according to the his-
torical information. We adopt the data importance 
sorting algorithm in Fedbalancer [19] to dynami-
cally adjust the trainable data subset on the mobile 
device. If the current device terminates the local 
training or delays uploading the model due to the 

Fig. 4 The federated learning with our strategy
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state change, it will be deemed as the local training 
failure.

(5) Global aggregation: Fl server will aggregate the 
models uploaded by clients. The commonly used 
aggregation algorithms are Fedavg [10], FedProx 
[37], etc. After aggregation, the server will send the 
global model parameters back to all participants for 
the next iteration(return to step2).

(6) Finish task: Once the global model reaches the 
target accuracy on the testset, our training task is 
deemed to be completed.

Client sampling module
Heterogeneity mainly includes state heterogeneity, device 
heterogeneity and data heterogeneity, and these three 
types of heterogeneity affect the time-to-accuracy of FL 
in different aspects. We need to design a mechanism that 
can measure the three kinds of heterogeneity and sample 
the best client based on this information.

The data size and distribution on each client are dif-
ferent on the data heterogeneity level, so the models 
uploaded by different clients have different gains for the 
global model. To measure the data utility, we refer to the 
importance sampling method in machine learning and 
the calculation method in oort [34]. We define the data 
utility of client i as:

Di refers to the data on the ith client, Loss(k) refers 
to the loss value of the kth sample. The higher the loss 
of the sample k, the worse the performance of the cur-
rent model in it. In the next round of sampling clients, 
more clients containing this sample should be sampled. 
On the device heterogeneity level, due to the existence 
of mobile devices with various computing capabilities in 
the FL platform and the difference in the amount of data 
on different devices, the local training time of the client is 
also different. In synchronous mode, the training time of 
each round depends on the device with the longest train-
ing time among the sampled clients. Therefore, mobile 
devices with strong computing power should have higher 
device utility. When other states are the same, we should 
give priority to the clients with more effective devices.

For the estimation of computing power of mobile 
devices, we refer to AI Benchmark [38] and FedScale 
[39], and get a mapping model that maps the models of 
mainstream mobile phones to computing power. Accord-
ing to the mapping model, the device utility(CU) of each 
client is obtained.

In terms of state heterogeneity, due to the different 
behavior habits of each client, their availability with you 

(1)DU(i) = |Di|
1

|Di|
k∈Di

Loss(k)2

varies greatly at different times. For devices that have 
been registered in the system for a period of time, we 
can obtain the availability of the user in the future period 
according to the historical status information of the 
device. The greater the probability value, the greater the 
availability. As illustrated in motivation, we have obtained 
the probability density curves of high-quality users, ordi-
nary users and low-quality users. Therefore, we can get 
the available probability values of different users at the 
current time according to the probability density func-
tion, which is its state utility(SU).

When designing the sampling algorithm, we should not 
only consider a certain utility. If only clients with greater 
data utility are selected, although the model will reach 
the target accuracy in fewer rounds, each round may 
take longer. If only clients with higher device utility are 
selected, the data on the same batch of devices may be 
sampled all the time, thus affecting round-to-accuracy. 
If only the state utility is considered, the sampling algo-
rithm may only tend to sample devices with stable state, 
and the probability of devices with large state changes 
being sampled is extremely low, which will also have a 
great impact on the data distribution of the model. There-
fore, we need to consider these three influencing factors 
comprehensively. To sample the best subset of devices, 
we have designed the utility formula below, sorted the 
clients according to the utility value, and finally sampled 
the k clients with the largest utility value.

Inspired by the use of reinforcement learning to solve 
the optimization problem in [18, 20, 40–43], we want to 
use RL to solve the problem of device sampling and dead-
line selection.

Favor [20] selects a client with the largest Q value 
in the training process and the first K devices with 
the largest Q value in the testing process to avoid the 
problem of too much action space. But there is a big 
problem. The training and testing environments are dif-
ferent. During training, the agent will always select a 
single optimal client, but combining the top k optimal 
clients is not necessarily optimal. Auction [40] indi-
rectly reduces the complexity of the problem by turning 
the sampling client into a continuous action. However, 
the action space is still large, which makes it challeng-
ing to train the agent network.

We turn the device sampling in federated learning 
into deep reinforcement learning(DRL) problems. The 
DRL agent is trained by the double Deep Q-learning 

(2)

U(i) = SU(i)(µ1DU(i)+ µ2CU(i))

0 <= µ1 =< 1

0 <= µ2 =< 1

µ1 + µ2 = 1
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Network(DDQN) [44]. We introduce the design detail as 
follows.

Sampling agent

(1) State: We mentioned in the previous chapter that 
three different Heterogeneity will have a great 
impact on the sampling strategy. So our state space 
is composed of the data utility, device utility and 
state utility of these clients, which can be defined as 
s = {s1, s2, . . . , sn} . s is a three-dimensional vector 
expressed as si = {di, ei, fi} , where di is the data util-
ity of client i, ei is the device utility and fi is the state 
utility.

(2) Action: If the agent directly selects k clients from N 
candidate clients, the action space of the sampling 
algorithm will grow to O(2N ) , and as the num-
ber of candidate clients increases, the action space 
will also grow exponentially. In order to avoid this 
problem, we have designed a criterion to measure 
the importance of clients in formula 2. We can use 
this formula to sample the most appropriate clients. 
Since the sampling algorithm has a different ten-
dency towards data utility and device utility at dif-

ferent training stages, we can adjust the weight of 
these two factors in the action. And we can define 
action as the value of µ1 and µ2 , where µ1 increases 
from 0 to 1 with a step size of 0.1. And µ2 can be 
obtained by subtracting µ1 from 1.

(3) Reward: When the global model accuracy of round 
t is greater than that of round t-1, we set the reward 
value of the round to rt = c(acct−acct−1) . On the con-
trary, we set it to rt = −c(acct−1−acct ) . Where c is 
a normal number to ensure that the reward value 
increases with the improvement of the accuracy 
of the global model. The cumulative discounted 
reward is defined as follows: 

 

In summary, as shown in the Fig. 5, our DRL agent sys-
tem observe the utilities as the states and allocate param-
eter to our central server to select agents.

(3)rt =

{

c(acct−acct−1) acct > acct−1

−c(acct−1−acct) acct < acct−1

(4)R =

T
∑

t=1

γ t−1rt

Fig. 5 DRL agent overview
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Dynamic deadline module
As shown in Fig.  6, the time of training round i consists of 
the upload time, download time, and local training time of 
the model. The upload and download time of the model is 
affected by the network bandwidth, and the network quality 
of most mobile devices is always changing. Therefore, we refer 
to the real-time mobile phone bandwidth measured by Hofft 
et al. from December 16, 2015, to February 4, 2016, in Ghent, 
Belgium, and surrounding areas [4]. When our framework 
simulates the network situation of the client, we will randomly 
select a curve in the dataset as the user’s network bandwidth. 
So the communication time can be calculated as follows:

Where ξupload is the size of the upload model, ξdownload 
is the size of the download model, and s is the bandwidth 
of user k.

The local training time of the model is affected by the 
computing power of the device and the number of client 
samples. So the training time of user k is defined as:

(5)tcom,k =
ξupload + ξdownload

sk
∀k ∈ {1, ...N }

(6)tcomp, k =
nke

ck

where nk is the sample size of user k, e is the local train-
ing epoch, ck is the computation power of device k. And 
we can calculate the total time required for each round of 
local training.

Through the above three formulas, we can calculate the 
total time required for the local training of each client. 
However, due to state heterogeneity and device hetero-
geneity, each device has different computing power, sam-
ple size, and availability probability. Therefore, the local 
training time of different clients varies greatly. Without 
considering the state heterogeneity, we can set the dead-
line according to the suggestion of SmartPC [35] so that 
80% of devices can upload their models. However, in a 
heterogeneous state environment, the length of training 
time will affect the probability that the client is available. 
A shorter deadline can prevent most clients from being 
disconnected due to state changes, but it will also pre-
vent them from having enough time to finish training the 
local data. Although a more extended deadline can allow 
most clients to submit the local model, the longer the 
duration, the greater the probability of the client being 
disconnected.

(7)ttrain = max (tcomp, k + tcom, k)k ∈ {1 . . .N }

Fig. 6 Local training process
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For the deadline setting, due to the variability of user 
status in the system, we also use agents to adjust the 
deadline of the current round according to the environ-
ment status information. The detailed design of the dead-
line agent is as follows.

Deadline agent

(1) State: In a heterogeneous environment, there are 
three factors that affect the deadline: communication 
time, training time, and state utility. The communica-
tion time can be obtained indirectly according to the 
historical bandwidth information. So our state space 
can be defined as s = {s1, s2, . . . , sk} , where k repre-
sents all clients sampled. S is a three-dimensional vec-
tor expressed as si = {bi, ti,ui} , the first dimension 
is the historical bandwidth information of the client, 
and the second dimension is its training time. And 
the third dimension is the state utility of the client.

(2) Action: We counted the time consumed by each 
round of local training and communication of all 
clients in the current system. After removing the 
outlier, we obtained the upper and lower limits of 
the deadline. Finally, we select some column values 
from 80 to 200 with a step size of 10 as action.

(3) Reward: We adjust the deadline to enable more 
devices to successfully submit the model within 
the specified time, so as to improve the time-to-
accuracy of the global model. The design of reward 
mechanism refer to the sampling module.

DRL training methodology
Current deep reinforcement learning methods are gen-
erally divided into two types: value learning and strategy 
learning. We train the DRL agent by using the DDQN 
method(Double Deep Q Network), which well matches 
our federal learning context, and has been success-
fully applied in our experiment. The Q-learning algo-
rithm uses maxaq(st+1, a) to update the action value, 
which leads to “maximization bias” and makes the esti-
mated action value large. The DDQN algorithm is iden-
tical to the DQN algorithm in all other aspects. Double 
Q-learning requires the construction of two action value 
functions, one for estimating the action and the other for 
estimating the value of that action. However, considering 
that two networks, the evaluation network, and the target 
network, are already available in the DQN algorithm, the 
DDQN algorithm only needs to use the evaluation net-
work to determine the action and the target network to 
determine the action value when estimating the return, 
without constructing a new network separately. The DRL 
agent training procedure starts with randomly initializing 
the parameters of the qeval network and qnext network, 

and using the MSELoss as the loss function. Before the 
DRL agent training of each episode, we load the real-
world dataset and mobile devices’ information, this will 
construct a simulated FL training environment, and each 
training episode is a simulation independent of the other. 
the FL system starts to train the model round by round. 
At the start of each round, the DRL collect system pro-
file states such as the reward, bandwidth, and state util-
ity of each client, into a vector vstates . Then we use the 
vstates−t as the input of qeval network, and then get the 
output qpred (used to sample the clients) . The qpred is a 
one dimension vector, which contains the q value of each 
action. Then we select the action which has the max 
q value. At the end of each round, after clients finished 
training, the aggregator calls an evaluation event and cal-
culates the accuracy of the current model after this round 
of training. In the meantime, we get the system profile 
after training as the vstates−t+1 , and use it as the input 
of qnext, and get the output qnext . And then we use the 
reward Rt to calculate the q of this round:

With qtarget and qpred , we can use the MSELoss to 
calculate the loss, and update the qeval. Every Creplace 
round, the DRL agent will update the qnext network 
using the current qeval network.

Algorithm 1 FedState online training methodology

(8)qtarget = Rt + γ ∗ qnext
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Algorithm 2 DDQN Network Update

Performance evaluation
In this section, we compare our method with other 
state-of-art methods. First, we will describe the experi-
mental settings and then analyze the experimental 
results.

Experimental setting
We use FedScale [39] as our experimental platform and 
use the probability density functions of different types of 
users obtained in the previous chapter to construct user 
trajectories of different proportions as the real-time sta-
tus of all users. We use a real-world 4G/LTE network [4] 
to build our simulation environment for the simulation 
of network bandwidth. This dataset is collected through 

Huawei P8 lite, and the scenarios cover walking, bicycles, 
buses, trams, trains and cars. We selected the bandwidth 
trace for three scenarios as shown in Fig. 7. We will ran-
domly initialize a bandwidth trace for each simulated 
client in the experiment. In addition, to select a more 
accurate network traffic prediction model, we conducted 
experiments to evaluate machine learning models includ-
ing LSTM, SVM, RandomForest and Autoencoder for 
network traffic prediction.To evaluate the performance 
of each model. We summarized the performance of each 
model in Table  1. This indicates that LSTM performed 
better than the other models in predicting network traf-
fic. So we decided to use lstm as our network traffic pre-
diction model.

Datasets and models: We tested our algorithm and 
other algorithms on several different datasets using dif-
ferent CNN models.

• FMNIST. We use the resnet18 model. The total num-
ber of samples on each client is 300, and the local 
training round is 5.

Performance metrics: Fewer communication rounds 
and shorter local training time are our optimization 
goals, so in the experiment, we use time-to-accuracy to 
measure the effectiveness of different algorithms.

Fig. 7 Network bandwidth of different user
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Evaluation results
As shown in the method, we have designed sampling and 
dynamic deadline strategies. We have conducted com-
parative experiments between these two methods and 
the current state-of-art method, and the results are as 
follows.

The agent training process
Figure 8 shows the training process of the client selection 
agent and dynamic deadline agent on fmnist, where the 
number of candidate clients is fixed at 200, and the num-
ber of clients sampled in each round is fixed at 20. The 
experimental setup follows the description in the previ-
ous section. The reward refers to the cumulative discount 
reward of an entire episode. We can observe that after 
training 200 episodes, our reward can be stabilized at a 
relatively high value, which indicates that our agents can 
learn how to sample the best devices and set an appropri-
ate deadline.

Performance comparison
We compare our sampling and dynamic deadline algo-
rithms with the current state-of-art method. For user 
status, we simulated three scenarios with different ratios, 
in which the ratios of the high, medium and low-quality 
users are 1:7:2, 3:4:3, and 1:5:4, respectively.

Figure 9 shows the performance of our sampling algo-
rithm and oort in fmnist. We can observe that our sam-
pling algorithm is superior to other benchmarks for the 
three scenarios. In Fig. 9a, we can find that in this case, 
our sampling algorithm is obviously superior to oort. The 
larger the proportion of ordinary users, the greater the 
heterogeneity of the current system state. It can be seen 
that our sampling algorithm performs better when the 
state heterogeneity is greater. In the other two scenarios, 
due to the large proportion of high-quality users and low-
quality users, and the small change in the state of these 
two users, the gain of our method relative to oort is not 
particularly high. Other algorithms only consider the 
device utility and data utility when sampling devices. If 
a device often fails to submit the model successfully, the 
probability of sampling the device will be reduced sub-
sequently. This also leads to that the existing sampling 
algorithm may always sample the same batch of devices 
with stable state in the environment with heterogeneous 
states, this also affects the time-to-accuracy of the global 
model.

Figure 10 shows the comparison between our dynamic 
deadline algorithm and FedBalancer. From the figure, 
we can see that our algorithm has improved to a certain 

Fig. 8 The training process of the agents

Table 1 Performance Comparison of Network Traffic Prediction 
Models

Model MAE MSE MAPE

LSTM 0.5837 0.0032 0.0032

SVM 1.9859 7.2680 0.7444

RandomForest 1.6372 4.6821 0.6720

Autoencoder 3.0674 13.7687 0.704
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Fig. 9 Performance comparison of sampling algorithm

Fig. 10 Performance comparison of dynamic deadline algorithm

Fig. 11 Comparison of the number of local clients that successfully submitted models during training
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extent compared with FedBalancer in different scenarios. 
The proportion of different types of users has no great 
impact on the effect of our algorithm. We can achieve 
higher accuracy at the same time. Fedbalancer does not 
consider the user’s state heterogeneity when adjusting the 
deadline, so its adjustment strategy will affect the real-
time state of users in the system, thus affecting the total 
number of devices that successfully uploaded the model.

Figure  11 shows the number of models successfully 
submitted by our algorithm and other algorithms in 
each round in a heterogeneous environment. From the 
figure, we can see that our two algorithms can increase 
the probability that clients can successfully upload the 
model. However, in different training stages, a large part 
of the clients of oort and FedBalancer cannot successfully 
upload the local model, which affects the accuracy of the 
global model.

Conclusion
Due to the influence of state heterogeneity, traditional 
algorithms can not run efficiently in heterogeneous envi-
ronments. In this paper, we propose a federated learning 
framework that considers time-to-accuracy in heteroge-
neous environments. We designed an experience-driven 
method based on DRL to dynamically sample devices 
according to the current system state information and 
adjust the deadline. The final control experiment further 
proves the superiority of our method compared with the 
most advanced solution.
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