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Abstract 

The performance of the data center network is critical for lowering costs and increasing efficiency. The software-
defined networks (SDN) technique has been adopted in data center networks due to the recent emergence 
of advanced network control and flexibility demand. However, the rapid growth of data centers increases the com-
plexity of control and management processes. With the rapid adoption of SDN, the following critical challenges arise 
in large-scale data center networks: 1) extra packet delay on the separated control plane and 2) controller bottleneck 
in large-scale topology.

 We propose sRetor in this paper, a topology-description-language-based routing approach for regular data center 
networks that leverages data center networks’ regularity. sRetor aims to reduce the packet waiting time and control-
ler workload in software-defined data center networking. We propose to move partial forwarding decision-making 
from the controller to switches to eliminate unnecessary control plane delay and reduce controller workload. There-
fore the sRetor controller is only responsible for troubleshooting complicated failures and on-demand traffic schedul-
ing. Our numerical and experimental results show that sRetor reduces the flow start time by over 68% and the fail-
over time by over 84%.

Keywords Data center networking, Regular network topologies, Software-defined networking, Topology description 
language

Introduction
With the development of technologies such as cloud 
computing [1, 2], virtualization [3] and 5G/6G commu-
nication [4–6], the scale effect of data centers is attract-
ing the attention of both academia and industry. Various 
large corporations, such as Google and Microsoft, are 
building their own data centers by reducing the operation 
cost of their information systems, and the scale of their 
data centers is constantly expanding [7]. However, as one 
of the critical components of data centers, the network 

gradually becomes a bottleneck limiting the growth of 
the data center. Traditional link-state routing protocols 
such as OSPF are widely used, yet they generate heavy 
routing message overhead and consume long conver-
gence time in large-scale data center networks [8].

To improve the efficiency of data center networks, 
researchers have conducted studies on topology struc-
tures and routing methods for data center networks, 
such as Fat-Tree [9], DCell [10] and BCube [11]. Many 
of these routing methods are topology-aware routing 
methods, i.e., specifically designed for the corresponding 
network topology and optimized according to the topol-
ogy characteristics. As for Fat-Tree, the authors designed 
a two-level routing table and the corresponding rout-
ing methods to generate different routing tables accord-
ing to the different roles of switches (core switches, edge 
switches, etc.), thus achieving efficient and scalable rout-
ing methods. Guo, et al. [11] designed the BCube Source 
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Routing algorithm to perform an efficient path selection 
by leveraging BCube’s topological property of hierarchi-
cal structure and connection features. In addition to Fat-
tree [9] and BCube, other network topologies have been 
proposed in recent years, such as LaScaDa [12] , BCDC 
[13] and more in [14–18].

Although these emerging network topology structures 
and the corresponding routing methods provide high 
forwarding efficiency for data center networks, these 
algorithms are incompatible with each other, therefore 
implementing these topologies and integrating them into  
a data center network is complicated and costly. Thus 
a generic topology-aware routing algorithm that can  
handle a wide range of data center network topologies is 
critical [19].

The advent of software-defined networking has enabled 
addressing the requirements of contemporary data center 
networks [20]. SDN is able to provide a more flexible and 
programmable networking environment [21]. Many pre-
vious works [22–29] have demonstrated the potential of 
SDN in harmonizing various routing methods and inte-
gration in data center networks. For instance, Portland 
[22] employs a scalable, fault-tolerant layer 2 data center 
network fabric that leverages SDN for better control and 
management. Similarly, Hedera [23] introduces dynamic 
flow scheduling in data center networks, which is made 
possible through the centralized control provided by 
SDN. Moreover, stateless flow-zone switching has been 
proposed to achieve reliable and lightweight source rout-
ing in data center networks, again facilitated by SDN [27].

Even though these works have made significant con-
tributions, they focus on specific aspects of DCN man-
agement and do not fully exploit the potential of SDN 
in the context of topology-aware routing across a wide 
range of DCN topologies. In our previous work [30], 
we introduced controller-side Regular Topology Rout-
ing (cRetor), a routing method designed for regular data 
center network topologies that capitalizes on the capa-
bilities of software-defined networking. Central to cRetor 
is the domain-specific Topology Description Language 
(TPDL), which is instrumental in defining node proper-
ties and connection relationships in regular toopologies. 
Furthermore, cRetor incorporates an efficient routing 
algorithm based on the A-Star algorithm [31] in the SDN 
controller, which integrates the static topology repre-
sented in TPDL with the dynamic programming capabili-
ties enabled by SDN.

The TPDL serves as a cornerstone of cRetor. It suc-
cinctly delineates the architecture of regular topologies 
by categorizing nodes based on their attributes such 
as location and functionality. TPDL provides network 
devices with a basic perspective of the network topol-
ogy, encompassing both nodes and connections, while 

also demonstrating considerable scalability. In addition, it 
puts forth the innovative concept of a distance formula, 
which explicitly articulates the mathematical relation-
ships governing distances between nodes. This allows 
routing algorithms to efficiently ascertain inter-nodal dis-
tances with reduced overhead. By streamlining this foun-
dational computation, TPDL enhances routing efficiency.

While offering centralized, dynamic management of 
network devices and flow scheduling, cRetor faces chal-
lenges inherent to SDN. The overhead of OpenFlow com-
munications between switches and controllers grows 
rapidly as networks expand. Although individual switches 
generate minimal OpenFlow traffic, cumulative overhead 
across potentially hundreds of thousands of switches in 
large-scale data centers can strain controllers. This prob-
lem is compounded by the fact that controller processing 
capacity often bottlenecks SDN at scale [32]. Moreover, 
despite cRetor’s ingenious replacement of LLDP discov-
ery with TPDL-based topology management, its reli-
ance on OpenFlow’s Packet-In mechanism for initializing 
flow paths remains. Thus, controllers still must process 
Packet-In messages for each new flow, risking overload 
as flow quantities surge. This on-demand computation 
also prolongs first-packet latency for flows, potentially 
violating the ultra-low latency demands of time-sensitive 
applications.

Multi-controller solutions are frequently utilized in 
typical SDN networks to tackle the scalability challenge 
[33–35]. However, multiple controllers greatly increase 
the complexity of the network and introduce numerous 
new obstacles to SDN management and scheduling [36]. 
For example, multi-controller solutions often mean that 
optimization problems such as data synchronization, 
load balancing and switch assignment between control-
lers need to be handled. In these optimization problems, 
an optimal placement may not be possible, therefore 
careful planning is required to identify an appropriate 
trade-off among the metrics. As a result, these problems 
are rarely handled optimally at a reasonable cost [37]. 
Unlike them, we aim to handle the controller bottleneck 
problem in a novel approach on the basis of cRetor.

This paper presents an enhanced version of cRetor, 
sRetor (semi-centralized Regular Topology Routing), 
which is a semi-centralized routing scheme for data 
center networks. The key difference between sRetor and 
cRetor is that in cRetor, TPDL is only applied to the con-
troller while in sRetor it is applied to both the control-
ler and switches. This allows the switches to be equipped 
with the topology information of the entire network as 
well as the ability to instantly determine the distance 
between any two nodes using the TPDL’s distance for-
mula locally. The sRetor switches will fetch the TPDL file 
at the startup stage, and after initial setup, the switches 
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will be able to run independently. Since the basic struc-
ture of the data center networks will not change, there is 
no need to update the TPDL file.

Unlike typical SDNs where the control plane is entirely 
centralized on the controller, some fundamental control 
plane tasks are distributed on switches in sRetor. With-
out the need to consult the controller, the fundamental 
forwarding function can be achieved in switches using 
TPDL. The switches in sRetor are similar to a standard 
OpenFlow switch as they can interact with the control-
ler through the OpenFlow protocol and receive flow table 
entries shared by the controller. As a result, in sRetor, the 
high flexibility of standard SDN is preserved, allowing the 
controller to control the switch’s behavior when neces-
sary, while offloading some of the forwarding decisions to 
the switch and reducing the processing pressure on the 
controller.

The main contributions of this paper are listed as 
fellow:

• We present the modeling of packet waiting time and 
controller overhead in an SDN-enabled data center 
networking.

• We propose a TPDL-based routing scheme for regu-
lar SD-DCN on the basis of the modeling and analy-
sis. The proposed method is able to reduce the packet 
waiting time in switches and controller workload by 
calculating forwarding paths locally.

• We implement and evaluate sRetor on the Estinet 
emulation platform and compared it with our pre-
vious work and other routing methods. Experiment 
results show that sRetor reduces the flow start time 
over 68% and the fail-over time over 84%.

The rest of this paper is organized as follows: Related 
work section introduces the previous related research 
work, including data center network routing methods 
and network overhead reduction in SDN; System model 
section presents our system modeling on the packet wait-
ing time and controller workload; the system architecture 
is introduced in sRetor architecture section, followed by 
the detailed introduction of the proposed forwarding 
algorithm in Routing algorithms on switches; Numeri-
cal results and Evaluation sections present the numerical 
results and experimental results respectively; Finally, the 
last section concludes this article.

Related work
Regular data center networking and routing schemes
Many data center network architectures, such as Fat-tree 
and BCube, have been proposed to improve the perfor-
mance of data center networks. Most of these new net-
work architectures are built on recursive and iterative 

approaches. Thus, they tend to have a regular network 
topology, which means their connecting and addressing 
are usually in a constant or definite pattern [38]. In addi-
tion, for better efficiency and performance, researchers 
design routing methods corresponding to the structure 
of these topologies, i.e., topology-aware routing algo-
rithms, achieving more efficient routing leveraging the 
construction rules of network topologies.

Al-Fares, et  al. [9] constructed a large-scale Fat-tree 
topology for data centers using conventional commercial 
switches. They also designed a corresponding addressing 
method by combining the characteristics of the network 
topology, where the nodes’ IP addresses are assigned 
according to the type, location and other attributes of the 
nodes. A new two-layer routing method is also proposed, 
which can directly perform routing based on nodes’ IP 
addresses and connection relationships instead of a com-
plex routing interaction process. The suffix matching 
method is adopted to forward packets to different up-link 
interfaces at the edge and aggregation switches based on 
the host ID of the destination address, making full use of 
the multi-path feature of the Fat-tree network for load 
balancing.

Besides, other researchers are still working on improv-
ing the routing performance by leveraging the structure 
of the Fat-tree topology. Liu, et al. [39] proposed a port-
based forwarding load-balancing routing method for the 
Fat-tree topology, which relies on the distinctive address-
ing scheme of the Fat-tree topology. Edward, et  al. [40] 
proposed the Predictive Equal-Cost Multi-Path protocol 
in Fat-tree based data center networks, which is inspired 
by the multi-path diversity of the Fat-tree topology.

In contrast to Fat-tree, BCube [11] is a server-centric 
data center network architecture, where routing and 
decisions are made on the server nodes in the network. 
The topology of BCube could be defined recursively, and 
numerous network topologies of various sizes can be 
generated by specifying the number of layers k, which 
is also a regular network topology. BCube employs the 
BSR (BCube Source Routing) routing protocol, which 
utilizes the BCube’s topology and multi-path capabilities 
to accomplish load balancing and fault handling without 
link-state distribution.

In addition to the classic data center network topolo-
gies, such as Fat-tree, BCube and VL2 [41], other regu-
lar data center network topologies have been proposed. 
BCDC [13] is a high-performance server-centric data 
center network topology based on the crossed cube, a BC 
network (Bijective Connection network). An n-dimen-
sional BCDC network ( Bn ) can be defined recursively 
and is capable of supporting much more network nodes 
than the Fat-tree topology (with 16-port switches, Fat-
tree contains only 1024 servers, while BCDC supports up 
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to 524,288 servers). The authors also proposed efficient 
topology-aware routing algorithms for one-to-one, one-
to-many, and one-to-all running on BCDC.

LaScaDa [12] uses small port count switches to connect 
network nodes to clusters with a lower degree, and then 
connects the clusters to each other following a particular 
pattern. Therefore, LaScaDa achieves better performance 
in terms of scalability, average path length, and bisection 
bandwidth. The authors also propose a new hierarchical 
row-based routing algorithm to implement packet for-
warding in LaScaDa.

Researchers of new architectures mentioned above 
have designed specific routing techniques for each net-
work topology based on the peculiarities of the con-
nectivity links between nodes. However, these routing 
methods are not generic and are optimized only for a 
given topology, which introduces practical deployment 
challenges. Based on the foregoing observations, we have 
identified these problems and attempted to resolve them 
by proposing sRetor. Benefiting from the regular topol-
ogy description capability of TPDL, sRetor is able to per-
form routing by leveraging the topological structures of 
the regular network topology. This routing functionality 
is generic and works in any data center network topol-
ogy, addressing the deployment and upgrade difficulties 
of modern data center networks.

Overhead reduction on software‑defined data center 
networking
The application of SDN in data centers has enabled data 
center managers to have finer-grained and timely control 
over data center networks. However, the scalability issue 
has become a major bottleneck limiting the continued 
development of software-defined data center networking 
(SD-DCN). Many overhead reduction methods [42–49] 
have been developed to improve the efficiency of SD-
DCN for overcoming this issue.

In Wang, et  al. [42], the authors implemented a 
dynamic message polling technique on the controller 
to obtain the state information of the switch. With the 
dynamic exponential fallback algorithm, the controller 
can adjust the interval of querying the switch state based 
on the current state of the switch, therefore reducing the 
workload and communication overhead of the controller.

Kotani, et  al. [44] proposed a method to reduce the 
CPU load of SDN controllers and control traffic in Open-
Flow switches by limiting the number of unimportant 
Packet-In messages. The authors divided Packet-In mes-
sages into three categories: State Change, Flow Setup and 
Forward, and designed a filter to drop the unimportant 
Forward messages. Therefore the CPU utilization and 
bandwidth usage are reduced when heavy flows start, not 

affecting the expected establishment of other non-heavy 
flows.

Jia, et al. [45, 46] chose to reduce the runtime overhead 
of SD-DCN by reducing and balancing the flow table 
entries, where multi-protocol label switching (MPLS) is 
adopted for encapsulating routing information. Nodes 
are selected by their K Similar Greedy Tree algorithm 
(KSGT) to install flow entries to reduce and balance flow 
entries among switches. Compared to the schemes that 
install MPLS flow entries in all nodes, KSGT can reduce 
about 60% of flow entries.

In Baddeley, et  al. [48], the authors proposed µSDN 
for IoT networks, which applied several approaches to 
reduce the overhead of SDNs to accommodate lower 
bandwidth. For example, the µSDN adopts source rout-
ing to reduce the overhead at intermediate nodes. Throt-
tle control messages are also adopted to limit duplicate 
control message requests from consuming extra control 
bandwidth. Re-using flow table matches/actions reduces 
flow table entries by merging flow entries with the same 
destination address.

In Pranata, et  al. [49], the authors proposed an over-
head reduction framework for SD-DCN, which optimizes 
SD-DCN at the packet level and flow level to reduce the 
runtime traffic overhead. At the packet level, the frame-
work ensures that only the first packet of each flow is 
sent to the controller for reducing redundant Packet-In 
messages. At the flow level, firstly, the controller mirrors 
the received flows to the subsequent switches in the for-
warding path, to reduce the controller load; secondly, the 
framework uses MPLS to add forwarding information 
directly to the data messages to reduce the installation 
overhead of flow rules. Moreover, to solve the problem 
of numerous forwarding information entries and data 
frame length limits, the framework supports splitting the 
complete MPLS data based on the path length and frame 
length limits and distributing it to multiple intermediate 
switches in the forwarding path.

Maliha, et al. [50] focused on the large number of net-
work broadcast packets caused by massive ARP requests 
in the network. They proposed the ARP-OR framework 
for efficient APR broadcast reduction and redundancy 
suppression in SD-DCN. This approach also reduces the 
bandwidth and computing resource overhead of the con-
trol plane.

sRetor addresses the excessive control overhead 
of SD-DCN from a different perspective. In the 
conventional SDN networks, the switches need to 
periodically collect topology information (e.g., by 
broadcasting LLDP packets to its neighboring nodes), 
and then report it to the controller. However in sRetor, 
TPDL is deployed as a priori knowledge to the control-
lers and switches, allowing the controllers and switches 
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to obtain a basic consensus of the network topology. 
Controllers can reserve their limited resources for 
monitoring topology changes and delivering control 
messages. Thus controllers are able to support more 
extensive networks, which makes sRetor more scalable.

System model
A typical architecture of software-defined data center 
networking is shown in Fig. 1, where the SDN switches 
are dummy switches and only responsible for executing 
actions from its flow table. The SDN controller is con-
nected to each switch, either in-band or out-of-band. 
Here we ignore the details of their secure channel and 
simplify the communication delay between the control-
ler and switches as constant value tRTT .

In this section, we present the modeling and analy-
sis of both packet delay and controller workload in this 
SD-DCN architecture.

Delay modeling
When a packet n is sent from one switch to another, the 
point-to-point delay is shown below [51, 52].

where the tqueue(n) is the queuing delay, the ttrans(n) is the 
transmission delay and tprop(n) is the propagation delay. 
tproc(n) is the processing delay and our focus is to reduce 
it.

In the traditional SDN solutions [30, 53], the break-
down of processing delay is illustrated in Fig.  2 and its 
steps are as follows:

• Step 1: Receive a packet from the ingress port.
• Step 2: Look up matched flow entry in the flow table, 

which results in looking up delay tfl.
• Step 3.1: Execute flow entry if found, which leads to 

forwarding delay tfw.
• Step 3.2: Send packet to the controller via Packet-In 

message if no matched entry is found, and it takes 
tRTT /2.

• Step 4 & 5: The controller will make the decision for 
it and send a Flow-Mod message to the switch. This 
will produce controller delay tctrl and another tRTT /2.

• Step 6: Execute the newly inserted action to forward 
this packet, which also needs tfw.

Let T = tRTT + tctrl be the total delay of communica-
tion with the controller, i.e., the total waiting time at 
the switch. The overall processing delay is defined as 
follows [54].

When packet n hits the flow table Iα(n) = 0 , the 
packet n will be forwarded directly according to the 

(1)τ (n) = tqueue(n)+ tproc(n)+ ttrans(n)+ tprop(n)

(2)
tproc(n) = tfl + tfw + Iα(n) · T

Iα(n) =
0, if packet n hits the flow table;
1, else.

Fig. 1 System Diagram of sRetor scheme

Fig. 2 Processing delay in cRetor(SDN) switches
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flow table actions and waiting time T is not needed. 
While Iα(n) = 1 , i.e., the packet n did not have any 
match in the flow table, the packet will be sent to the 
controller, then the switch will need to wait for T of 
time. There are several scenarios that will trigger that 
Iα(n) = 1:

• Packet n is the first packet of a flow and there is no 
entry for this flow in the table.

• The existing next-hop node in the table has failed 
and the existing related flow entry is invalid.

• Other reasons such as flow entry deletions due to 
overflow or expiration.

During the waiting duration T, subsequent packets of 
the same flow may arrive. These packets will be buffered 
in a pending list and wait until the switch receives the 
controller’s decision as proposed in Pranata, et al. [49].

Let t = 0 denote the time when the first packet is sent 
to the controller. Considering the packets that arrive 
after the first one and before the switch receives the 
feedback from the controller, i.e., between (0, T]. Their 
processing time is indicated as follows.

where tn is the arrival time of packet n between 0 and T, 
and hence T − tn denotes the waiting time of the packet. 
Define the waiting time of packet n between 0 and T as 
twt . We assume packets follow a Poisson Point process 
with a rate � , the CDF of the arrival time tn follows [55]:

Where N(T) is the total number of consequent pack-
ets that arrives between 0 and T. The CDF of twt follows:

And the expectation of tproc is shown below,

Where phit = P(Iα(n) = 0) . As a consequence, to 
ensure lower processing delay we have to minimise 
Ftwt (t) as below.

(3)
tproc(n) = tfl + tfw + Iα(n) · (T − tn)

Iα(n) =

{

0, if packet n hits the flow table;
1, else.

(4)Ftn(t) = 1−

N (T )−1
∑

i=0

(�t)i

i!
e−�t

(5)

Ftwt (t) = 1− Ftn(T − t) =

N (T )−1
∑

i=0

(�(T − t))i

i!
e
−�(T−t)

(6)

E(tproc) = tfl + tfw + (1− phit) · T ·

(

1−
N (T )

�

)

It is challenging to reduce T in a fixed topology struc-
ture. Therefore we propose to reduce the overall pro-
cessing delay tproc . The forwarding decision (forwarding 
path for this flow) generated in the controller could be 
divided into two categories: A) a path that includes cur-
rent nodes and its subsequent nodes, and B) a new path 
that does not go via the current node. The probability of 
the former choice is usually higher than the latter as the 
controller will only set up subsequent nodes instead of 
all nodes in the new path. To reduce tproc , we would like 
to find the path in category A at a local node instead 
of sending packets remotely and experience controller-
switch round-trip time tRTT  and tctrl.

A node should have knowledge of candidate neigh-
bours and destination nodes. However typical SDN 
switches are dummy switches, which means that they 
do not collect topology information and therefore they 
are unable to make forwarding decisions. We propose 
to adopt TPDL [30] so that the current node can cal-
culate the distance to its neighbours locally, and then 
make forwarding decisions.

The proposed scheme sRetor is illustrated in Fig.  3. 
We add a TPDL forwarding step between Step 3.2 and 
Step 5.2. A packet with Iα(n) = 1 will not be forwarded 
to the controller directly. Instead, it will be sent to the 
TPDL calculator to look for a local next hop. If this cal-
culation failed either, the controller will get this packet 
and make a final decision for it.

Let t ′proc be the processing time of packet n in sRetor, 
t ′proc and its expectation are shown below,

Where psw = P
(

Iβ(n) = 0
)

 . The CDF of the wait time 
in the proposed scheme t ′tw will be,

(7)
min

N (T )−1
∑

i=0

(�(T − t))i

i!
e−�(T−t)

s.t. ∀0 < t ≤ T

(8)t ′proc(n) = tfl + tfw + Iα(n) · (tsw + Iβ(n) · (T − tn))

Iβ =

{

0, if a next-hop is found locally;

1, else.

(9)

E(t ′proc) = tfl + tfw+

(1− phit) ·

(

tsw + (1− psw) · T ·

(

1−
N (T )

�

))

(10)

Ft ′wt (t) = psw + (1− psw) ·

N (T )−1
∑

i=1

(�(T − t))i

i!
e−�(T−t)
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To ensure that our scheme achieves lower delay than 
conventional SDN solutions, we need to fulfill the dif-
ference between two schemes �P(t).

From (5) and (10), we can obtain �P(t),

We propose to increase psw . In the proposed TPDL-
based local path-finding algorithm, the psw is up to 1 
without considering the failures, as we could always find 
the closest next hop in the original topology. However 
the selected next hop might be unavailable due to the 
failures. We have to filter out the unavailable neighbors 
using the dead interval, which is usually ε times of hello 
interval. The dead interval denotes that a switch will 
declare a neighbor failed if its hello packet did not arrive 
within a certain time. Longer dead interval leads to more 
candidate neighbor nodes and hence higher psw , while 
the path success rate could be lower. To trade off between 
the higher path success rate and higher psw , the dead 
interval parameter ε is commonly set to 3 or 4 [56], which 
ensures a fairly reliable failure detection and higher psw.

We define the tsw to be the processing time in the TPDL 
calculator and we aim to reduce tsw . TPDL carries the dis-
tance information between any two nodes as described in 
Jia, et al. [30], so the switches are able to find a neighbour 
node closest to the destination. The time complexity of 
TPDL is only related to the number of neighbour nodes, 
i.e., O(m), where m is the number of neighbouring node.

Controller workload modeling
In the SDN architecture, the centralized controller 
handles the OpenFlow messages from all switches. 

(11)�P(t) = Ft ′wt (t)− Ftwt (t) > 0

(12)

�P(t) = psw ·



1−

N (T )−1
�

i=0

(�(T − t))i

i!
e−�(T−t)





Packet-In message is one kind of the most common 
OpenFlow messages generated by the switches when a 
packet cannot be forwarded locally. Handling Packet-
In messages consumes too much computing resources 
and network bandwidth in the controller [44]. Here 
we would like to model the controller workload on 
the basis of the probability of generating Packet-In 
messages.

As mentioned before, in conventional SDN, the 
Packet-In message will be generated when Iα(n) = 1 . 
Consider these two scenarios: 1) packet n is the first 
packet of a flow, and 2) link failure(s) occurs in the 
whole forwarding path. The probability of packet n 
being sent to the controller via Packet-In message 
Ppkt−in is as follows.

Where p1st(n) is the probability that n is the first 
packet of a flow, q is the link error rate and m is the for-
warding path length. While in the proposed scheme, 
the Packet-In message is generated when all the availa-
ble next-hop nodes are failed. Hence P′

pkt_in is shown 
below.

Where ci is the number of candidate next-hop neigh-
bours, whose distances to the destination are the same 
and shortest.

(13)
ppkt_in(n) = p1st(n)+ (1− p1st(n)) ·

(

1− (1− q)m
)

(14)

p′pkt_in(n) = p1st(n)+ (1− p1st(n)) ·

(

1−

m
∏

i=0

(1− qci)

)

(15)

�ppkt_in = ppkt_in(n)− p′pkt_in(n)

=

m
∏

i=0

(1− qci)− (1− q)m ≥ 0,

given0 < q < 1 and ci ≥ 1

Fig. 3 Processing delay in sRetor switches
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Therefore p′pkt_in(n) ≤ ppkt_in(n) , which means that 
the controllers in sRetor will handle fewer Packet-In 
messages than in cRetor, and is able to support more 
extensive SD-DCNs.

sRetor architecture
In this section, we present the overall architecture and 
components of sRetor. The design goal of sRetor is to 
reduce the flow establishment time in SD-DCN, while 
providing dummy switches with basic forwarding capa-
bility without support from the controller. Further 
functions such as load balancing and QoS assurance are 
left to the controller as it could collect global statistics.

The architecture of sRetor is shown in Fig.  4. This 
architecture is inherited from the SDN architecture and 
still consists of the controller and switches, that com-
municate with each other through the extended Open-
Flow protocol. The controller in sRetor is responsible 
for tracking the real-time status of the entire SDN net-
work and failure information reported by the switches. 
The controller will find alternative forwarding paths for 
flows when failures occur. Additionally, the control-
ler also has the ability to distribute TPDL files via the 
OpenFlow Channel for switch initialization and topol-
ogy updates.

During the initialization process, the Topology Man-
ager in the controller will generate a base network 
topology with the information from the TPDL parser. 
The switches will report detected failures to the con-
troller in time through the OpenFlow protocol, and the 
Topology Manager will update the connections after 
receiving these failures information, maintaining the 
real-time network topology on the controller. The Rout-
ing Calculator in the controller will recalculate a new 
feasible path based on the topology information in the 
Topology Manager, and establish a new forwarding path 
by delivering flow table entries to switches on its way.

After the switch receives the TPDL file delivered by 
the controller, it also uses the TPDL Parser to analyze it 
for subsequent distance calculation. As shown in Fig. 4, 
the switch’s forwarding module gets input from three 
parts: the Flow Table, the Neighbor Information and the 

Topology Information. The flow table entries come from 
the controller and have the highest priority, providing 
flexible control capabilities equivalent to conventional 
SDN switches. Neighbor information comes from the 
static TPDL file and the dynamic Hello Message Pro-
cessor, which monitors the connection status between 
current and neighboring nodes in real time. Topology 
Information is extracted from TPDL, providing high-
speed distance calculation capability for the forwarding 
module. The detailed forwarding process is discussed in 
Routing algorithms on switches section.

With the introduction of TPDL, sRetor empowers the 
switch with local forwarding decision capabilities, reduc-
ing the controller’s workload on processing Packet-In 
messages and topology discovery. This allows a single 
controller to support more switches in the data center. 
Furthermore, the retention of SDN components like the 
flow tables also allows sRetor to have the same central-
ized control capabilities as SDN and be compatible with 
the existing SDN ecosystem.

Offloading some of the workloads to the switches could 
also introduce network security problems to the data 
planes, such as DDoS attacks. However, many security 
solutions, such as Mihai-Gabriel, et al. [57] and Varghese, 
et al. [58] has been proposed for preventing the SDN data 
plane from being attacked. We believe that most of these 
solutions will work on sRetor too.

Routing algorithms on switches
In this section, the routing algorithms on sRetor switches 
are presented and we also give a brief introduction to the 
switch-level load balancing.

Packet routing process
The switch forwarding process in sRetor has been shown 
in Fig. 3. This processing flow ensures that the flow table 
has the highest priority, i.e., the controller still has direct 
control over the switches, which ensures that the entire 
network is still under the management of the controller. 
The TPDL routing calculator can also cache the calcu-
lation result by writing its result into the flow table. The 
flow table is used as a high-speed cache for the calculated 

Fig. 4 System architecture of the sRetor controller and switch
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route. The switch will first query whether a cache of the 
calculation results in the flow table exists; if not, it per-
forms the routing calculation. Thereby we can reduce the 
number of times of routes calculation and increase the 
forwarding speed.

Algorithm 1 TPDL distance algorithm ( tpdl_distance)

Algorithm 2 Next-hop calculation algorithm on switches

The forwarding path is calculated as shown in Algo-
rithm  2, where the tpdl_distance , presented in Algo-
rithm 1, is a function for calculating the distance between 
nodes leveraging TPDL distance formulas.

Distance in the topology is the main metric for rout-
ing calculation in our algorithm. As mentioned in the 
previous section, we want to place a light workload on 
the sRetor switches. Collecting network statistics such 
as available bandwidth and end-to-end delay is costly, 
thus they are not involved in current routing calculation. 
However our algorithm can adapt to other metrics with 
low overhead.

When a packet from the source node nsrc to the desti-
nation node ndst enters the TPDL Routing Calculator of 
the current node ncur , the TPDL Routing Calculator first 
traverses the set of all available neighbor nodes N that are 
known via Hello messages. For each available neighbor 
node nκ ∈

{

K (ncur) \ nprev
}

 , it calculates the distance 
Dκ from node nκ to ndst with the help of TPDL’s distance 
formula. Then we find n∗ when Dn∗ = Min(Dn) , which 
means that the node n∗ is the closest neighbour to ndst.

This algorithm has the ability to handle direct failures 
in the network. In the 2nd line of the algorithm, the cur-
rent time tnow is compared to ε · hello_interval . Neighbour 
nodes that meet the condition will be the candidate nodes. 
As a result, the algorithm will only choose the neighbour 
nodes that were recently reported as the next-hop node.

Load balancing on switches
Due to the regularity and redundancy, data center net-
works often have many equal-cost paths. Therefore, 
load-balancing algorithms are essential for data center 
networks to achieve higher throughput. Two kinds of 
load balancing in sRetor are expected to be implemented: 
packet level and flow level load balancing.

A packet-level load balancing mechanism could be 
implemented as follows: The switches can find all next-
hop nodes that are closest to the destination at the same 
distance. Based on the statistics of the corresponding 
interface, the candidate next-hop node with the lightest 
load will be selected. Then the packets will be distributed 
to different interfaces evenly.

The flow-based load balancing is more sophisticate 
because the OpenFlow switch is required to remember 
the flows using the flow table. Similar to the packet-
based load balancing strategy mentioned above, when 
the first packet of each flow reaches the switch, the 
switch will need to find out the next-hop node for this 
flow. The switch will firstly gather all available shortest 
paths from the current node to the destination node 
as candidate paths. Then the switch will select the port 
that has forwarded the least data packets in the recent 
time window as the output port of the flow. As shown 
in the Step 2 of Fig.  5, the switch will then generate a 
flow entry for this flow, and insert it into the flow 
table. When the subsequent packets of this flow arrive 
at the switch, they will be forwarded without further 
calculation.

In addition, to achieving flow-level load balancing, this 
method uses the switch’s flow table as a cache for routing 
calculations, reducing the amount of overall calculation, 
which makes sRetor work efficiently even without spe-
cific hardware in switches.
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Fail‑over mechanism
In sRetor, a semi-centralized architecture is adopted, so 
both the switch and the controller have fail-over capa-
bilities. The switches are responsible for handling sim-
ple local failures by choosing alternative local next-hop 
nodes. For more complicated faults, the controller will 
handle them by distributing flow table entries.

Failures directly associated with the switch itself are 
mainly handled on the switch, using the TPDL informa-
tion and the switch’s neighbor information for localized 
fault handling. When a link between a switch and its 
neighboring nodes in the network fails, the following two 
types of failures may exist:

• One of the shortest paths is down, but other ECMP 
shortest path(s) is/are still up. This circumstance is 
common in regular data center networks, e.g., topol-
ogies such as Fat-tree often have multiple equivalent 
paths available. The switch is able to find an alter-
native shortest neighbor n∗ to the destination node 
satisfying Dn∗ < Dcur using Algorithm  2. Therefore 
a fast link switchover could be completed on this 
switch without the need for the controller. Neverthe-
less, the controller will still learn about this failure 
through the failure report message from the switch. 
When the controller regards that this failure has 
affected the traffic balancing, it can still employ some 
traffic engineering policies proactively.

• All of the shortest paths are down. Thus, the switch 
will not be able to find a neighbor n∗ that is closest 
to the destination address satisfying Dn∗ < Dcur . This 
situation is usually rare, but it means that this node is 
not in the global optimal path. Therefore, the switch 
will stop forwarding locally and send the packet to 
the controller via a Packet-In message. The control-
ler will determine the best forwarding path using its 
global topology information.

The improved routing algorithm with the fail-over 
mechanism is shown in Line 6 to 12 in Algorithm 2. This 

algorithm also compares Dn∗ with the Dcur , i.e., the theo-
retical shortest distance from the current node to the 
destination node. This mechanism is designed to avoid 
sending packets to detoured paths when failures occur. 
In addition, this mechanism is effective in preventing for-
warding loops as the selected next-hop node is ensured 
to be no further than the current node.

The sRetor controller is responsible for solving failures 
that cannot be handled by the switch. Beneficial from the 
network-wide global view of SDN, the sRetor controller 
is able to handle concurrent failures and obtain the glob-
ally optimal solution. When handling concurrent failures, 
the fail-over time of sRetor is degenerates into conven-
tional SDN.

Numerical results
In this section, we present our numerical results on the 
packet waiting time and controller workload mentioned 
in System model section.

CDF of packet waiting time
We first run simulations on packet waiting time in Eqs. 5 
and 10. The simulation parameters are shown in Table 1. 
This simulation generates flows following the Poisson 
Point process, and simulates the packet process delay and 
pending mechanism in switches and the controller.

The CDFs of packet waiting time are illustrated in 
Fig.  6. We can see that our simulation results shown as  
histogram align with the analytical models in Eqs. 5 and 

Fig. 5 Flow-level load balancing. The load forwarding result is store into the flow table for subsequent packets in the flow

Table 1 Simulation parameters on packet waiting time

Parameters Values

� 2000

Psw 85%

tprop 300 µs

tsw 100 µs

tctrl 100 µs

Bandwidth 1Gbps
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10 that we proposed in Delay modeling section. And the 
numerical result shows that sRetor has a better perfor-
mance with less waiting time than cRetor.

Packet‑In message probability
We also run simulations on the Packet-In message prob-
ability, which shows how many packets will be sent to 
the controller at various link error rates. The simulation 
parameters are listed in Table 2.

As illustrated in Fig.  7, there is an obvious difference 
in Packet-In message probability between sRetor and 
cRetor, and this aligns with our analysis in Controller 
workload modeling section. Due to the extra first-packet 
Packet-In messages and the more alternatives from 
equal-cost multi paths, sRetor controllers will receive 
much fewer Packet-In messages from switches. There-
fore, the workload of sRetor controllers is lower than 
controllers in cRetor.

Evaluation
Experimental setup
To evaluate the performance of sRetor, we implemented 
the sRetor switch on the Estinet network simulation/
emulation platform [59] and a sRetor controller on the 

basis of Ryu [60]. Estinet is a network simulator and 
emulator that supports both traditional network routing 
methods (OSPF, BGP, etc.) and OpenFlow SDN, which 
allows us to compare different routing methods. Ryu is 
an SDN controller framework written in Python, and lots 
of previous work has been developed based on it. The 
controller of sRetor uses the same TPDL parser design, 
which is developed with the powerful ANTLR language 
parser generator [61].

We compare sRetor to OSPF, the Fat-tree routing 
method proposed in Al-Fares, et al. [9] and cRetor in our 
previous work [30]. The OSPF routing method is pow-
ered by the software routing suite Quagga [62], which is 
a built-in feature of Estinet. The Fat-tree routing method 
is implemented by ourselves on the Estinet platform 
according to its proposal. We generate routing tables 
for each node in the Fat-tree topology following the pat-
tern. The switches load the routing table for prefix/suffix-
based forwarding.

We also conducted experiments on another prevalent 
data center network topology, BCube, to validate the 
ability of sRetor to work on diverse network topologies. 
As a server-centric DCN topology, the forwarding deci-
sions in the BCube are made at the servers rather than 
at the switches, and the switches are low-end commod-
ity switches. Therefore, we have chosen the commonly 
used 2-tier BCube topology, as the number of forwarding 
nodes (servers) is close to that of the Fat-tree topology 
with k = 4 . This size offers a more comparable evaluation 
scenario. Other link characteristic parameters remain 
consistent with the Fat-tree setup. Additionally, we have 
implemented the BCube Source Routing (BSR) algorithm 
for comparison. The detailed experimental network 
parameters are listed in Table 3.

Fig. 6 CDF of packet waiting time

Table 2 Simulation parameters on Packet-In message probability

Parameters Values

P1st 3%

q 1% ∼ 10%

m 6

ci [1, 8, 8, 1, 1, 1]

Topology 16-ary Fat-tree

Fig. 7 Packet-In probability with different link error rates
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Flow start time
The flow start time is the end-to-end delay of the first 
packet being forwarded from the source node to the 
destination node. Therefore the flow start time tflow is 
shown as follows.

Where τi(n) is the point-to-point delay of packet n 
in the ith switch, and m is the number of intermediate 
switches.

We ran simulations on different routing schemes to 
evaluate their flow start time. As shown in Table 4, in 
the Fat-tree topologies, the flow start time of cRetor is 
substantially higher than that of other routing meth-
ods. The communication between the switch and the 
controller results in a higher flow start time. In con-
trast, sRetor improves this by making routing deci-
sions locally. Therefore, we achieve a similar short flow 
start time to other methods such as OSPF and Fat-tree, 

(16)tflow =

m
∑

i=1

τi(n)

which both use the lookup table method. The results in 
the BCube topology also show that sRetor is capable of 
achieving flow start times comparable to other table-
lookup routing algorithms such as OSPF.

Networking convergence time
Another metric related to the packet waiting time is the 
network convergence time. Due to the separation of the 
control plane and data plane in the SDN paradigm, the 
definition of convergence time is also different from that 
in conventional networks [63]. In this paper, we use the 
time from the startup of all network devices until all 
switches are able to communicate with each other as the 
measure of convergence time.

The simulation results of network convergence time are 
also shown in Table  4, which illustrates that, compared 
to traditional link-state routing protocols such as OSPF, 
the three topology-aware routing methods used in our 
experiment have substantial advantages in convergence. 
Both sRetor and Fat-tree/BSR routing methods require 
almost no additional convergence time. After the switches 
boot up, they can perform forwarding directly according 
to the local topology information, which greatly improves 
convergence speed. Furthermore, it is worth noting that 
there is no significant difference in the convergence times 
of these algorithms for networks with different scales. 
This is because the above-mentioned convergence process 
is independent of the network scales. This feature makes 
sRetor more adaptive for large-scale data center networks.

Fail‑over time
The fail-over time is also related to the CDF of packet 
waiting time, due to that failed links lead to table-misses 
and Packet-In messages in conventional SDN.

We manually create a failure during the simulation. 
Figure  8 is a snapshot when a failure occurs. We could 
find that sRetor switches can smoothly be recovered 
from failures with the capability of local decision-mak-
ing. The forwarding of packets after the failure has not 
been affected at all, i.e., the data packets still arrive at the 
destination node as expected interval, and the delay of 
the packets keep unchanged. In cRetor, it is obvious that 
the data packet delay has increased significantly when 
the failure occurs, from 0.35ms to over 2ms. Another 
observation is that although there is no packet lost, two 
data packets arrive at the destination node almost simul-
taneously due to the extra delay. This observation vali-
dates our model that subsequent packets have to wait for 
the first packet if they arrive between 0 and T. While in 
OSPF, due to a long time (about 30s) interruption in the 
network, a large number of data packets are lost.

Table 3 Experimental network parameters

Parameters Values

Topology Fat-tree BCube

Topology Size k = 4 , k = 8 2-level

Number of switches 20, 80 8

Number of servers 16, 128 16

Link bandwidth 1Gbps 1Gbps

Link Propagation Delay 1µs 1µs

Table 4 Flow start time and convergence time on different 
routing schemes

Topology Size Schemes Flow Start Time 
(ms)

Convergence 
Time (ms)

4-ary Fat-tree sRetor 1.77 1.79

cRetor 5.66 1007.08

OSPF 2.12 50221.33

Fat-tree 2.24 2.41

8-ary Fat-tree sRetor 1.77 1.78

cRetor 7.64 1843.48

OSPF 2.65 52001.71

Fat-tree 2.26 2.39

2-level BCube sRetor 1.77 1.78

cRetor 5.70 2001.06

OSPF 1.23 50213.41

BSR 2.24 2.24
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Real‑world scenario
We also compare the performance improvement of sRe-
tor in real-world scenarios. The experiments were con-
ducted using the traffic characteristics of the Hadoop 
cluster from Facebook’s data center and the RPC request 
traffic characteristics from Google’s data center pro-
vided in Roy, et al. [64]. We implemented a traffic gen-
erator for Estinet platform similar to DCTrafficGen [65] 
by Mellanox and ran experiments in sRetor and cRetor 
networks. All experiments are conducted in a simulation 
network with 4-ary Fat-tree topology. The experimental 
results are shown in Fig. 9.

Our experimental results show that sRetor achieves bet-
ter performance than cRetor in terms of network through-
put, end-to-end delay and overall packet loss. Though 
sRetor is not designed to improve these metrics, the shorter 
flow establishment time and lower controller workload 
also contribute to the improvement of the metric. This is 
because the number of flows in the data center network is 
enormous, i.e., usually more than 1 million flows arrive at 
switches per second [66]. The improvement on each flow 
will finally make a difference to the overall statistics.

Conclusion
In this paper, we modeled the packet waiting time 
and controller workload and analyzed how to reduce 
them. Consequently we proposed our topology-aware 

routing scheme, sRetor, where we applied our previ-
ously proposed TPDL to sRetor switches. This ena-
bles switches with awareness of the network topology 
and can work independently when the controller is 
unavailable.

Numerical and evaluation results show that sRetor has 
a lower delay in flow start time, network convergence 
time and fail-over time. Moreover, sRetor decreases the 
controller workload so that it can support more exten-
sive networks as SDN scales up. Our proposed method 
provides a reference for future SD-DCN with promising 
performance to the SD-DCN.
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