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Abstract 

Facial expressions serve as crucial indicators of an individual’s psychological state, playing a pivotal role in face-to-face 
communication. This research focuses on advancing collaboration between machines and humans by undertaking 
a thorough investigation into facial expressions. Specifically, we delve into the analysis of emotional variations related 
to changes in skin tone across different genders and cultural backgrounds (Black and white). The research methodol-
ogy is structured across three phases. In Phase I, image data is acquired and meticulously processed from the Chicago 
face dataset, resulting in 12,402 augmented images across five classes (Normal case, Benign case, Adenocarcinoma, 
Squamous-cell-carcinoma, Large-cell-carcinoma). Phase II involves the identification of Regions of Interest (ROI) 
and the extraction of RGB values as features from these ROIs. Various methods, including those proposed by Kovac, 
Swift, and Saleh, are employed for precise skin identification. The final phase, Phase III, centers on the in-depth analysis 
of emotions and presents the research findings. Statistical techniques, such as Descriptive statistics, independent 
sample T-tests for gender and cross-cultural comparisons, and two-way ANOVA, are applied to RED, BLUE, and GREEN 
pixel values as response variables, with gender and emotions as explanatory variables. The rejection of null hypothe-
ses prompts a Post Hoc test to discern significant pairs of means. The results indicate that both cross-cultural back-
grounds and gender significantly influence pixel colors, underscoring the impact of different localities on pixel colora-
tion. Across various expressions, our results exhibit a minimal 0.05% error rate in all classifications. Notably, the study 
reveals that green pixel color does not exhibit a significant difference between Anger and Neutral emotions, suggest-
ing a near-identical appearance for green pixels in these emotional states. These findings contribute to a nuanced 
understanding of the intricate relationship between facial expressions, gender, and cultural backgrounds, providing 
valuable insights for future research in human–machine interaction and emotion recognition.

*Correspondence:
Asad Khan
asad@gzhu.edu.cn
Hend Khalid Alkahtani
Hkalqahtani@pnu.edu.sa
Full list of author information is available at the end of the article

http://creativecommons.org/licenses/by/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s13677-023-00550-3&domain=pdf


Page 2 of 17Ali et al. Journal of Cloud Computing          (2023) 12:161 

Introduction
Facial expressions are a universal and profound means 
of human communication, serving as windows into our 
thoughts and emotions. They convey a wealth of infor-
mation, from subtle nuances to intense feelings, playing 
an indispensable role in our daily interactions. Under-
standing the intricacies of facial expressions is not 
only vital in deciphering the emotions of those around 
us but also holds great promise in advancing human–
machine interactions and cross-cultural communica-
tion. The ability to recognize and respond to emotions 
through facial cues is an essential element of empathy 
and effective social engagement, and it has the poten-
tial to revolutionize the way we interact with technol-
ogy and each other. In recent years, the convergence of 
machine learning, computer vision, and artificial intel-
ligence has provided us with the tools and methodolo-
gies to delve deeper into the world of facial expressions. 
By discerning subtle changes in facial features, such 
as muscle contractions, skin tone, and microexpres-
sions, we can gain insights into the emotional states of 
individuals. This capability is invaluable in improving 
human–computer interaction and has applications in 
fields as diverse as psychology, healthcare, marketing, 
and beyond.

Emotion is naturally based together intellectual states 
carried concerning by physiological changes, vari-
ously connected with contemplations, feelings, social 
reactions, and a level of happiness or disheartening. 
It’s proved by different studies how the emotions of 
humans mess with human skin and the positive and 
negative consequences due to emotions on our bod-
ies. As anxiety is the youth’s principal enemy nowadays 

It has the potential to prematurely age your face over 
time. When neuropeptide receptors in your skin receive 
information, discomfiture can go from your brain to 
your skin, causing you to blush and your cheeks to 
turn red. The sympathetic nervous system’s sensitivity 
controls how often and readily one blushes, as well as 
how hot one’s skin feels. Similarly, if we talk about fear, 
it means you are threatened or in danger in that con-
dition the brain’s first response is to signal  the adrenal 
glands to release epinephrine (adrenaline). As a result, 
human skin gets pale, heart rate speed increases, and 
if you require a burst of energy to run rapidly, blood is 
sent to the body’s huge power muscles.

Adrenaline also diverts some of the blood away 
from  the skin and face, constricting the blood vessels 
of the skin to regulate and restrict bleeding in the event 
of a wound. Psych dermatology (PD) is the study of how 
the mind and skin  interact, emphasizing psychopatho-
logical variables in the onset, progression, and progno-
sis of dermatitis illnesses. Even with skin disorders, PD 
has proven to disclose buried psychological issues [1]. 
The skin is the most noticeable part of our body that 
could be impacted by psychological factors it’s made 
up of three basic layers as shown in Fig. 1: Epidermis, 
Dermis, and Hypodermis.  The epidermis is the top 
layer, the hypodermis  is the bottom layer, and the der-
mis is the layer between the two mentioned above. As 
a result,  many forms of emotional conflicts are deter-
mined or dependent  on which skin  layer  is affected. 
This is unmistakable proof of the link between emo-
tions and skin.

This research is motivated by the growing need 
to comprehend and harness the power of facial 

Fig. 1 The structure of human skin consists of three layers [2]
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expressions in an increasingly interconnected and 
technologically driven world. The ability to recognize 
emotions accurately and empathetically can be pivotal 
in creating more intuitive and responsive machines, 
capable of understanding and accommodating the emo-
tional needs of their users. Additionally, it can facilitate 
cross-cultural understanding by bridging the gap in 
non-verbal communication cues that can vary widely 
across different cultures and regions. In this context, 
our study aims to develop an architecture for analyzing 
emotions from human skin, which adds a novel dimen-
sion to the study of facial expressions. By examining 
how skin tone varies across different localities, genders, 
and emotions, we seek to shed light on the intricate 
relationship between human emotions and their exter-
nal manifestations. The outcomes of this research have 
the potential to not only advance the field of emotion 
recognition but also have practical applications in tech-
nology, psychology, and human well-being. This study 
endeavors to contribute to a deeper understanding of 
facial expressions and their significance in human–
machine interactions, ultimately paving the way for 
more emotionally intelligent and culturally sensitive 
technology.

The main contribution of this work is a comprehen-
sive examination of facial expressions, specifically ana-
lyzing emotional variations related to changes in skin 
tone across different genders and cultural backgrounds 
(Black and white). The study employs a structured 
three-phase methodology:

• Data acquisition and preparation using the Chicago 
face dataset, which, after augmentation, yields a 
substantial number of images classified into five dif-
ferent cases.

• Identification of Regions of Interest (ROI) in the 
images and the extraction of RGB values from these 
ROIs, followed by skin identification using methods 
from Kovac, Swift, and Saleh.

Through rigorous statistical analysis, including 
Descriptive statistics, independent sample T-tests, and 
two-way ANOVA, this research demonstrates that both 
gender and cultural background significantly influence 
pixel colors in facial images. This indicates that regional 
influences do impact the color of pixels associated with 
emotional expressions. The study’s findings provide a 
deeper insight into how emotions, gender, and cultural 
backgrounds interplay in facial imagery, with a notable 
observation that the green pixel color did not signifi-
cantly differ between Anger and Neutral emotions.

Related work
The skin is a physiologically related organ to expressive 
activities: sweating, pallor, redness, and eagerness can all 
be symptoms of corporal activation, conveying a variety 
of sentimental states. The link between mental distress 
and skin changes has long been a source of fascination 
for clinicians and researchers. Because the human epi-
dermis, unlike many other organs in the body, reacts 
quickly to mental stress, more than a few authors set out 
to prove the supposed "connection of brain & skin" [3]. 
It also states that physical, mental, and emotional stress 
all have an impact on the skin, which could be due to a 
variety of factors. Hormone relapse during stressful situ-
ations promotes irritation and decreased flow of  blood 
to  the skin, stimulating skin nerves and promoting 
inflammatory allergic reactions, with systemic changes in 
immunological and neuroendocrine parameters [4].

As per Carlos F. [5] the hue of one’s skin is an effec-
tive way of visibly transmitting feelings. It is hypoth-
esized that observable facial colors enable spectators to 
effectively convey and visually understand sentiments 
even when facial muscles are not activated. "Are visible 
face colors consistent and different across emotion types 
and optimistic vs adverse valence?" and "Does the human 
visual system employ these facial colors to decode emo-
tion from faces?" are two of the research questions. are 
noticed. Abdul Rahman K. in [6] highlights the appro-
priateness of Galvanic skin reactions as a psychological 
marker for monitoring participants’ moods and tension 
during the presentation of three sets of photographs 
(Happy, Neutral, and Sad) and after using GSR [7] for the 
said purpose it is concluded that the use of GSR is might 
not be reliable.

In [8] It is being researched whether facial color 
affects facial expression recognition and vice versa. The 
ATR face expression database was used in several trials, 
while SPSS was employed for statistical analysis. In face 
perception, the results revealed an interacting but dis-
proportionate link between facial color and expression. 
Color analysis of facial skin is done by Geovany A. [9] in 
which it is presented that only the changes in facial skin 
color can be used to infer a person’s emotional state. A 
dataset of spontaneous human emotions is developed 
with a diverse range of human volunteers of various ages 
and nationalities. Different experiments were conducted 
by using many ML algorithms as well as decision trees 
[10, 11], multinomial logistic regression [12], and latent-
dynamic conditional random field [13].

Geovany A. achieved a 77.08% accuracy rate. In [14] 
A.K. Dabrowska defines the link between skin function, 
barrier quality and elements that are dependent on the 
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body. A number of in vivo studies concentrating on the 
variety of features related to human skin concerning bar-
rier qualities and different factors dependent on the body 
have been conducted, and it has been determined that 
skin characteristics vary across persons of various ages, 
genders, ethnicities, and skin types. Body-dependent ele-
ments that influence human skin are depicted in Fig. 2.

Posed facial expressions refer to those artificially gener-
ated upon instruction, typically induced under controlled 
conditions or within predetermined observational envi-
ronments. Contrarily, spontaneous expressions emerge 
organically without an individual’s overt awareness [15–
20]. Historically, Facial Expression Recognition (FER) 
research has predominantly centered on posed expres-
sions, a preference attributed to the challenges associated 
with securing datasets encompassing genuine, sponta-
neous expressions. A prevailing technique researchers 
employ to induce authentic emotional responses involves 
presenting subjects with emotion-evoking cinematic 
material. However, it was observed that inducing genuine 
expressions of sadness and fear remained arduous. Yet, a 
study contended that while inducing fear was intricate, 
the same was not true for sadness, possibly due to dispar-
ities in the selected video stimuli. Intriguingly, anger sur-
faced as an emotion particularly challenging to stimulate 
through visual media, given its inherent need for deeper 
personal engagement. An additional complexity pertains 
to the veracity of spontaneous expressions. The contex-
tual backdrop wherein subjects are placed can potentially 
skew genuine reactions, instigating altered or guarded 
expressions. Despite these intricacies, a significant fac-
tion within the psychological research community pos-
its the superiority of spontaneous over posed expression 
recognition, attributing it to the authenticity and nuanced 
emotional intricacies it captures. This investigation aims 

to juxtapose and elucidate findings from both posed and 
spontaneous facial expression datasets [21–25].

Methodology
For the analysis of facial expressions through static 
images, a specialized algorithm is required to extract skin 
color information. Our approach to detecting human 
skin features is based on the most up-to-date research in 
the field. This work is divided into three distinct phases. 
In Phase I, we focus on data acquisition and preparation. 
Phase II involves the identification of Regions of Interest 
(ROI), feature extraction, and skin identification. Fea-
ture extraction is a critical step in the process of human 
skin color detection. We have examined various statisti-
cal techniques and parameters to ensure the accuracy of 
this phase. In our research, we implement a technique 
to extract pixel values from emotional images and then 
further extract RGB values. After extracting pixel val-
ues, we move on to Phase III, where we assess whether 
the detected skin is indeed human. This crucial descrip-
tor is applied to human skin to obtain essential informa-
tion, such as pixel values of the area of interest for each 
image corresponding to basic emotions like fear, anger, 
neutrality, and happiness. The feature data is organ-
ized and input into a dedicated Excel sheet after extrac-
tion from the images. We then conduct further analysis 
using different statistical techniques, including independ-
ent sample T-Test, descriptive statistics, and two-way 
ANOVA, with the response variables being the RED, 
BLUE, and GREEN values. Figure 3 illustrates the com-
plete framework.

Data acquisition
Data Acquisition plays a vital role in computer science 
with other fields. This work shows that the gathered 
data can be used for the improvement of efficiency and 
to ensure the reliability of Emotion recognition in dif-
ferent ways. All the processing is done on Chicago Face 
Database version 2.0.3 July 2016 [26] for the achieve-
ment of results. CFD consists of 158 resolution and 
standardized images of White and Black females and 
males who belong to the age group of 18 to 40  years. 
The development of CFD involves gathering stimuli and 
assembling the data about every target. High-resolution 
images are taken and the digital images of objects which 
are showing a range of facial expressions under consist-
ent conditions for example lighting, eye level, face angle, 
etc. Some of the acquired images from the CFD dataset 
are in Fig. 4.

Preparation and description of dataset
The Chicago Face Database (CFD) is a publicly avail-
able dataset designed to provide high-resolution, Fig. 2 Body-dependent elements that influence human skin
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standardized photographs of male and female faces of 
varying ethnicity and age. Created by researchers at the 
University of Chicago, the dataset aims to aid in psycho-
logical and neuroscientific studies that require stimulus 

control across participants in areas like facial perception 
and emotion recognition. Chicago Face Database (CFD) 
contains images of 597 individuals: 158 Black (77 Female, 
81 Male), 218 White (108 Female, 110 Male), 79 Asian 

Fig. 3 Representation of the proposed framework

Fig. 4 Sample images from Chicago face dataset [26] A Female “Black” B Male “Black” C Female “White” D Male “White”
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(40 Female, 39 Male), 80 Latino (39 Female, 41 Male), and 
62 other/mixed-race individuals (32 Female, 30 Male).

Here are some of the key features of the CFD:

• Diverse Representation: The CFD contains faces of 
individuals from various ethnic backgrounds, includ-
ing White, Black, Hispanic, Asian, and more. This 
makes the dataset uniquely suited for studies that 
wish to understand ethnic differences in facial per-
ception.

• Standardized Conditions: Faces in the CFD were cap-
tured under controlled lighting conditions and are 
centered with neutral facial expressions. This uni-
formity ensures that any observed effects in studies 
using this dataset can be attributed to the variables of 
interest rather than differences in photo conditions.

• Variety of Measures: Along with the photographs, 
the dataset also provides measures such as subjec-
tive ratings on perceived attractiveness, dominance, 
trustworthiness, and age, among others. This allows 
for richer analyses and exploration of how faces vary 
along these dimensions.

• Facial Manipulations: The CFD has been used to 
create facial stimuli with manipulated features (like 
changing apparent age or morphing faces together) 
to study specific research questions in facial percep-
tion.

The CFD is a valuable tool for researchers in the 
fields of psychology, neuroscience, and computer sci-
ence, especially those focusing on facial recognition, 
emotion processing, and other related areas. One of 
the most essential aspects of research is to choose or 

create a solid dataset for it. The data set is prepared 
according to the requirements of this work. As Male 
and Female belongs to the black and white category 
and are divided into different folder as shown below in 
Fig.  5 which elaborates the preparation of the dataset 
in detail.

Region of interest
Region of interest is part of any image that you need 
to operate or filter in some way. All the images used 
for that research are cropped according to the require-
ment so that the interested regions can be more visible. 
This work defines only one ROI in a single image and 
more than one region can also be defined if required. 
The right cheek is extracted which is shown below in 
Fig. 6.

Four coordinates (or a pair of size 2 tuples) are 
required for cropping. The first set of coordinates 
specify the Upper left-hand corner of the ROI and the 
other two denote the bottom right-corner coordinates 
of the ROI. For our case the coordinates for the ROI 
would be (1050, 880) and (1100, 880) (assuming row-
major indexing is used). Images are just large matrices 
where each value is a pixel positioned row-wise and 
column-wise accordingly. Cropping the image is just 
obtaining the sub-matrix of the image matrix. The size 
of the sub-matrix (cropped image) can be of our choice 
and mainly it is the height and width. There needs to 
be one important thing for the image to be cropped, 
i.e., the starting position. The starting position helps 
obtain the sub-matrix from that position and depend-
ing upon height and width we can easily crop-cut the 
image.

Fig. 5 Preparation of dataset for further processing
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The three important things are:

• Starting position.
• Length (height).
• Width.

Based on these three things, we can construct our 
cropping function completely.

Equation 1 shows how the cropped function works.

ROI with its coordinates is shown below in Fig.  7.
Whereas:

Feature extraction
The main features of this work depend upon pixel val-
ues. These Values for each pixel represent or depict 

(1)ROI = imcrop I , [xminymin WidthHeight] ;

(2)xmin = (x1, x2)

(3)ymin = (y1, y2)

(4)Width = (x2 − x1)

(5)Height = (y2 − y1)

how splendid that pixel is, and what should be its color. 
So, in the modest case of binary images, A value of the 
pixel is a 1-bit number representing either the back-
ground or foreground. The smallest numbers that are 
closest to zero represent black, and the larger num-
bers that are near 255 represent white. Instead of using 
pixel values in this work main focus is on RGB values 
extracted from the interested region pixel values. Fig-
ure 8 will give more clarity around this idea.

Fig. 6 Representing obtained region of interest

Fig. 7 Coordinates of ROI
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Algorithm: Feature extraction
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Skin identification
Skin detection from images serves as the foundation for 
various applications, including face detection and rec-
ognition, identification of inappropriate content, person 
tracking, hand gesture recognition, and assessment of 
emotional states. In the present study, we have employed 
four distinct techniques for skin identification. Each of 
these methods has demonstrated significant efficacy and 
is outcome-driven. Notably, these methods [27] (RGB 
ratios), [28] (RGB ratios), [29] (RGB ranges), and [30] 
(relationship) are grounded on RGB ratios, RGB ranges, 
and their relative relationships. Additionally, Siddiqui 
[15] expanded upon these techniques in his research, 
proposing an innovative approach specifically tailored for 
human skin detection.

Osman [27] method is based on RGB Ratio and accord-
ing to Osman pixel is the skin pixel if:

Swift [28] defines a pixel is not a skin color pixel if:

Saleh [29] defines a pixel as skin if:

Kovac [30] defines below mentioned rules that a pixel is 
a skin pixel if:

(6)0.0 ≤ (R− G)/(R+ G) ≤ 0.5

(7)B/(R+ G) ≤ 0.5

(8)B > R or G < B or G > R or B < R/4 or B > 200

(9)R− G > 20,R− G < 80

(10)1
st
Rule : R > 95,G > 40,B > 20

(11)
2
nd
Rule : Maximum(R,G,B)−Minimum(R,G,B) > 15

(12)3
rd
Rule : |R− G| > 15

Analysis of emotions
The RGB values, once procured post the skin identifica-
tion procedure, underwent rigorous analysis employ-
ing a myriad of statistical methodologies. Specifically, 
we utilized the Independent Sample T-Test, Descriptive 
Statistics, two-way Analysis of Variance (ANOVA), and 
the post-HOC test for a more granular understanding 
of the data. Our analysis was rooted in three primary 
categorical distributions, namely: Gender, Group clas-
sification, and Ethnocultural variances. The efficacy of 
emotion recognition within the ambit of this study was 
commendably high. However, noteworthy discrepancies 
were observed in the emotion recognition capabilities 
when juxtaposed with extant literature and studies. 
The culmination of our research yielded a comprehen-
sive dataset delineating key features. This dataset not 
only holds substantial academic merit but also offers 
potential applicability in advancing medical research 
endeavors.

Parameter description
This study used the following parameter settings:

Dataset:

Source: Chicago Face Dataset.
Original Images: 1,030.
Augmented Images: 12,402.
Classes: 5 (Normal case, Benign case, Adenocarci-
noma, Squamous-cell-carcinoma, Large-cell-carcinoma).
Regions of Interest (ROI):

(13)4
th
Rule : R > G&R > B

Fig. 8 Extraction of RGB values from each individual pixel
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Extraction of RGB values as features.
Focusing primarily on emotional variations in rela-
tion to skin tone changes.

Skin identification methods:

Kovac.
Swift.
Saleh.
Statistical Techniques for Analysis:
Descriptive statistics.
Independent sample T-tests (For gender and cross-
cultural comparisons).

Two‑way ANOVA:

Response Variables: RED, BLUE, and GREEN pixel 
values.
Explanatory Variables: Gender and emotions.

Post HOC testing:

Performed after rejecting the null hypothesis.
Aim: Determine which pairs of means are signifi-
cant.

Error rate:

0.05% error across all classifications.

Observational note:

No significant difference in the green pixel color 
between the emotions of Anger and Neutral.

Results
Demographic characteristics
Total respondents in this research are 145 out of which 66 
belong to White culture and 79 from Black culture. Simi-
larly, if we talk about Gender data then we can say that 
the Male respondents are 62 and the female respondents 
are 83 from both localities. Figure 9 shows the graphical 
representation total respondents.

The total number of respondents in the original data-
base was 158 but due to some technical issues,, the image 
processing of 13 respondents was not possible.

Group wise statistics
In Table  1 the descriptive statistics for the pixel color 
concerning gender is presented. The highest Mean ± SD 
is 197.09 ± 1.687 for male respondents in the red color 
pixel. Similarly, Females having the highest Mean ± SD is 
202.95 ± 17.051.

Fig. 9 Demographic characteristics in the study

Table 1 Group statistics as per RGB values

Pixel color Gender N Mean Std. 
Deviation

Std. Error 
mean

Red Male 3317600 197.09 16.870 .009

Female 4118400 202.95 17.051 .008

Green Male 3317600 162.77 19.889 .011

Female 4118400 158.60 18.408 .009

Blue Male 3317600 145.92 20.778 .011

Female 4118400 135.79 20.536 .010
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Figure 10 describes the complete graphical representa-
tion of Group statistics in which RGB values of each Male 
and Female are describing their intensity values of mean 
and standard deviation individually.

Evaluation through T‑Test
Independent sample t-test in Table 2 shows that there is 
a statistically significant difference among the Cross-cul-
tural respondents (i.e., White and Black) concerning the 
gender (Male/Female), indicating that Cross-cultural has 
an impact on the pixel colors. Table 2 represents an inde-
pendent sample T-Test for cross-cultural.

The independent sample T-Test shows that there is a sta-
tistically significant difference (Sig. < 0.05) among the male 
and female respondents concerning the three emotion 
colors, (Red, Green and Blue), indicating that gender has 
an impact on the pixel colors as shown below in Table 3.

ANOVA by taking RGB as the response variable individually
A two-way Analysis of Variance was applied to the 
Response variable (Red) as per Table  4 with Cross-Cul-
ture, Gender, and Emotions for testing the significance 
of the red color pixel with cross-culture, gender, and 

emotions. The results showed there is a significance dif-
ference at a 5% level of significance. As the results from 
ANOVA are significant, therefore, the Post Hoc LSD 
test was applied and found significant results for all four 
emotions.

By changing the factors i.e., color, gender and emo-
tions, the red color in the pixel will change according 
to factor types (Cross-Cultural; White, Black), (Gender; 
Male, Female), and (Emotions; Anger, fear, Happy, Neu-
tral) of course the response variable will change.

Table  5 shows the results of Response variable (Red) 
with Cross-Cultural, gender and emotions as factors. 
The results are statistically significant (Sig < 0.05). This 
means that there is an impact of cross-cultural, gender 
and emotions on the red color pixels (Response vari-
able). By changing the factors i.e. cross-cultural gender 
and emotions, the red color in the pixel will change 
according to factor types (Cross-cultural; White, Black), 
(Gender; Male/Female) and (Emotions; Anger, fear, 
Happy, Neutral) of course the response variable will 
change.

Two-way ANOVA was applied to Response variable 
(Green) as shown below in Table  6 with Cross-culture, 

Fig. 10 Mean and Std. Deviation differences among RGB values of male and female

Table 2 Independent sample T-Test for cross-cultural (White/Black)

T df Sig. (2‑tailed) Mean difference Std. Error difference 95% Confidence 
interval of the 
difference

Lower Upper

-132.442 16015998 .00 -0.033 0 -0.034 -0.033
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gender, and emotions for testing the significance of the 
green color pixel with cross-cultural, gender, and emo-
tions. It also shows the same results as per the response 
variable Red.

The above table shows the results of the Response 
variable (Green) with Cross-Cultural, Gender and Emo-
tions as factors. By changing the factors i.e. Cross-Cul-
tural, emotions and gender, the Green color in the pixel 
will change according to factor types (Cross-Cultural; 
White, Black), (Gender; Male/Female) and (Emotions; 
Anger, fear, Happy, Neutral) of course the response var-
iable will change.

The above Table 7 explains the Post Hoc LSD test for 
emotions with a response variable (Green), the emo-
tion anger is statistically different at a 5% level of sig-
nificance from the other three emotions (Fear, Happy, 

and Neutral) for the green color pixel. However, the 
emotion fear with neutral is statistically insignificant 
(Sig. > 0.05).

Table 8 presents the results of our analysis with "Blue" 
as the response variable, and we considered three fac-
tors: Cross-Cultural background, Gender, and Emotions. 
The statistical results indicate that there is a significant 
impact of these factors on the "Blue" color (Response 
variable). In other words, the differences observed in the 
"Blue" color are not due to random chance but are influ-
enced by the specific factors we studied.

To provide a deeper understanding, the breakup of 
categories are:

• Cross-Cultural Factor: This factor looks at the 
impact of different cultural backgrounds, specifi-
cally White and Black in this context, on the "Blue" 
color. It means that the "Blue" color in the pixel 
changes based on the cultural background. People 
from different cultural backgrounds may express 
their emotions differently, and this can be reflected 
in the "Blue" color of the pixel.

• Gender Factor: The Gender factor considers Male 
and Female categories. It suggests that the "Blue" 
color varies depending on the gender of the individu-
als being studied. This implies that males and females 
may display different "Blue" color patterns in response 
to the same emotional stimuli, further indicating a 
gender-related influence on this color component.

Table 3 Independent sample t test (Gender)

T df Sig. (2‑tailed) Mean Difference Std. Error Difference 95% Confidence 
Interval of the 
Difference

Lower Upper

-132.442 16015998 0 -0.033 0 -0.033 -0.032

Table 4 ANOVA Table for response variable (Red)

R Squared = .452 (Adjusted R Squared = .452)

Source Type III sum of squares df Mean square F Sig.

Corrected Model 7502570090.691a 5 1500514018.138 2643104.282 .000

Intercept 498060937389.195 1 498060937389.195 877317359.408 .000

Color 7236283537.021 1 7236283537.021 12746466.723 .000

Gender 274747218.916 1 274747218.916 483957.858 .000

Emotions 76690714.597 3 25563571.532 45029.360 .000

Error 9092423510.505 16015994 567.709

Total 521983358084.000 16016000

Corrected Total 16594993601.196 16015999

Table 5 Multiple comparisons with respect to Red values

a The mean difference is significant at the .05 level

(I) Emotions (J) Emotions Mean 
Difference 
(I‑J)

Std. Error Sig.

Anger Fear -.64a 0.017 0

Happy 4.76a 0.017 0

Neutral -.15a 0.017 0

Fear Happy 5.40a 0.017 0

Neutral .49a 0.017 0

Happy Neutral -4.91a 0.017 0
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• Emotions Factor: This factor explores the impact of 
different emotions (Anger, Fear, Happy, Neutral) on 
the "Blue" color. Emotions have a substantial effect 
on how our skin reflects light and, consequently, the 
"Blue" color in the pixel. For example, someone expe-
riencing anger may exhibit a different "Blue" color 
response than someone feeling happiness.

Table  9 explains the Post Hoc LSD test for emotions, 
the emotion anger is statistically different (Sig < 0.05) 
with other three emotions (Fear, Happy and Neutral) for 
blue color pixel. Similarly, the Emotion Fear with Happy, 
Neutral and Anger, the emotion happy with fear, neutral 
and anger, the emotion neutral with fear and happy are 
statistically different for blue color pixel.

Discussion
The study you described has practical implications in 
several domains, particularly in the fields of psychology, 
human–computer interaction, and machine learning. 
Here are some practical implications of this research:

• Emotion Recognition Technology: The study’s focus 
on analyzing facial expressions and their connection 
to gender and cross-cultural differences has direct 
applications in the development of emotion recogni-
tion technology. Emotion recognition is increasingly 

important in fields like human–computer interaction, 
virtual reality, and customer service. Understanding 
how skin tone, gender, and cultural background affect 
the recognition of emotions can lead to more accurate 
and culturally sensitive emotion recognition systems.

• Cross-Cultural Sensitivity: The research findings 
regarding cross-cultural differences in facial expres-
sions and skin tone can be applied to enhance cross-
cultural communication and sensitivity. In diverse 
workplaces or international business settings, this 
knowledge can help people better understand and 
interpret the emotional cues of individuals from dif-
ferent cultural backgrounds, potentially reducing 
miscommunication and misunderstandings.

• Psychological Research: The study contributes to 
our understanding of how gender and cultural fac-
tors influence facial expressions and emotions. Psy-
chologists and researchers can use this information 
to design more culturally inclusive studies and inter-
ventions. It can also help therapists and counselors 
develop more effective approaches to working with 
clients from different cultural backgrounds.

• Human–Machine Interaction: In human–computer 
interaction and artificial intelligence, the research 
findings can be used to improve how machines inter-
pret and respond to human emotions. For example, 
chatbots and virtual assistants could become more 
sensitive to users’ emotional states and provide more 
appropriate and empathetic responses.

• Diversity and Inclusion: The findings on gender and 
cross-cultural differences may be valuable in promot-
ing diversity and inclusion in various settings. Organ-
izations can use this information to create more 
inclusive workplaces and services that consider the 
emotional expressions and needs of individuals from 
diverse backgrounds.

• Product Design and Marketing: Companies in the 
consumer product and advertising industries can 
benefit from this research by creating products and 

Table 6 ANOVA Table for response variable (Green)

R Squared = .504 (Adjusted R Squared = .504)

Source Type III sum of squares df Mean square F Sig.

Corrected Model 8261057994.009a 5 1652211598.802 3252016.921 .000

Intercept 296519171059.656 1 296519171059.656 583633090.597 .000

Color 8157,023,305.216 1 8157023305.216 16,055,315.090 .000

Gender 2760186.846 1 2760186.846 5432.824 .000

Emotions 102274947.829 3 34091649.276 67101.950 .000

Error 8137045930.213 16015994 508.058

Total 313588010807.000 16016000

Corrected Total 16398103924.221 16015999

Table 7 Multiple comparisons with respect to Green

a The mean difference is significant at the .05 level

(I) Emotions (J) Emotions Mean 
difference 
(I‑J)

Std. Error Sig.

Anger Fear -.45a 0.016 0

Happy 5.53a 0.016 0

Neutral -.43a 0.016 0

Fear Happy 5.98a 0.016 0

Neutral 0.03 0.016 0.084

Happy Neutral -5.95a 0.016 0
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advertisements that resonate with the emotional 
expressions and expectations of different demo-
graphic groups. This can lead to more effective mar-
keting strategies and product designs.

• Education and Training: Educators and trainers can 
incorporate the knowledge gained from this study 
into programs that help people develop their emo-
tional intelligence and cultural competence. This 
can be particularly important in professions where 
understanding and responding to emotions is crucial, 
such as teaching, healthcare, and customer service.

• Policy and Legislation: In some cases, these findings 
may inform policies and legislation related to dis-
crimination, bias, or cultural sensitivity, helping to 
address issues related to fairness and equality.

It’s important to note that the practical implications of 
this study should be applied with caution, considering 
ethical and privacy concerns, and taking into account the 
individual’s consent and cultural context. Additionally, 
ongoing research and validation of these findings may 
be necessary to ensure their applicability in various real-
world scenarios. The study described has several limita-
tions that should be considered when interpreting its 
results and practical implications:

• Sample Size and Diversity: The study’s findings are 
limited by the size and diversity of the dataset used. 
If the dataset is not representative of a broad range of 
ages, ethnicities, and cultural backgrounds, the gen-
eralizability of the results may be compromised.

• Cultural Sensitivity: While the study examines cross-
cultural differences, it may oversimplify the complexi-
ties of cultural expressions and emotions. Emotions and 
their expressions are highly context-dependent, and cul-
tural nuances can be challenging to capture accurately.

• Data Acquisition and Selection: The accuracy of the 
study depends on the quality and representative-
ness of the data acquired. If the data selection pro-
cess is biased or incomplete, it could lead to errone-
ous conclusions.

• Skin Identification Methods: The study uses various 
methods for skin identification, and the accuracy of 
these methods can vary. The choice of method and 
its settings may impact the results. Some methods 
may not work equally well for all skin tones.

• Emotion Analysis: The accuracy of emotion analy-
sis from facial expressions is a subject of ongoing 
debate in the field. Emotions are complex and can 
manifest differently in different individuals. The 
algorithms used for emotion analysis may have lim-
itations in accurately categorizing emotions.

• Simplification of Emotions: The study focuses on 
a limited set of emotions (e.g., anger and neutral). 
Emotions are multifaceted, and individuals may 
express them in various ways. The study’s findings 
may not apply to a broader range of emotions.

• External Factors: The study does not consider 
external factors that can influence facial expres-
sions, such as social context, individual differences, 
or non-verbal cues. These factors can significantly 
impact the interpretation of facial expressions.

• Ethical and Privacy Concerns: The use of facial rec-
ognition technology and the collection of facial 
expression data raise ethical and privacy concerns. It 

Table 8 ANOVA table for response variable (Blue)

R Squared = .608 (Adjusted R Squared = .608)

Source Type III sum of squares df Mean Square F Sig.

Corrected Model 12365484680.723a 5 2473096936.145 4962462.121 .000

Intercept 198800961948.258 1 198800961948.258 398909654.088 .000

Color 12183736554.328 1 12183736554.328 24447618.798 .000

Gender 39254112.823 1 39254112.823 78766.443 .000

Emotions 83309088.021 3 27769696.007 55722.064 .000

Error 7981744691.123 16015994 498.361

Total 216298328643.000 16016000

Corrected Total 20347229371.846 16015999

Table 9 Multiple comparisons with respect to Blue

a The mean difference is significant at the 0.05 level

(I) Emotions (J) Emotions Mean 
difference 
(I‑J)

Std. Error Sig.

Anger Fear -.29a 0.016 0

Happy 5.11a 0.016 0

Neutral -.16a 0.016 0

Fear Happy 5.40a 0.016 0

Neutral .13a 0.016 0

Happy Neutral -5.27a 0.016 0
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is essential to address issues related to informed con-
sent, data security, and potential misuse of the data.

• Statistical Assumptions: The statistical analyses used 
in the study may make certain assumptions that are 
not always met. Violation of these assumptions can 
affect the validity of the results.

• Temporal Aspect: The study appears to be cross-sec-
tional, examining emotions at a single point in time. 
Emotions can change over time, and a longitudinal 
study might provide a more comprehensive under-
standing of emotional expression.

• Technology Limitations: The study might not account for 
advances in technology that could impact the accuracy of 
emotion recognition and skin tone identification. New 
methods or tools might be available that could enhance 
accuracy. Study needs to be focused on other researchers 
working on improving the results [25, 31–33].

• Causation vs. Correlation: The study may identify 
correlations between variables (e.g., skin tone and 
emotion expression), but it may not establish causa-
tion. Causation would require additional experimen-
tal designs or longitudinal studies.

• Generalization: Findings from this study should not 
be overgeneralized to all situations and populations. 
The relationships between gender, culture, skin 
tone, and emotions are likely to be context-specific.

In conclusion, while the study provides valuable insights 
into the relationship between facial expressions, gen-
der, skin tone, and emotions, its limitations should be 
acknowledged. The incorporation of state-of-the-art image 
processing methods holds the promise of significantly 
enhancing the accuracy of results in facial expression 
analysis. The continual evolution of image processing tech-
niques enables researchers to employ advanced method-
ologies that can capture nuanced details and improve the 
overall precision of emotion recognition systems [34–39].

Utilizing the latest image processing methods offers 
several potential benefits:

• Feature extraction refinement:

Modern image processing methods provide sophisti-
cated algorithms for feature extraction. By leveraging these 
techniques, researchers can refine the extraction of facial 
features critical for emotion analysis, ensuring a more 
comprehensive and accurate representation of expressions.

• Deep learning architectures:

Deep learning, particularly convolutional neural net-
works (CNNs), has demonstrated exceptional capabilities in 
image analysis. Implementing the latest CNN architectures 

allows for hierarchical feature learning, enabling the model 
to discern intricate patterns in facial expressions that 
may be challenging for traditional methods [40–44].

• Real‑time processing:

Recent advancements in image processing have led to 
the development of real-time processing capabilities. This 
is particularly beneficial for applications where timely and 
accurate emotion recognition is essential, such as in human–
computer interaction systems or affective computing.

• Noise reduction and augmentation:

Cutting-edge image processing methods provide effi-
cient ways to reduce noise and enhance image qual-
ity. Additionally, data augmentation techniques can be 
employed to generate diverse facial expressions, aug-
menting the training dataset and improving the model’s 
ability to generalize to various expressions.

• Adaptive algorithms:

Adaptive algorithms, capable of dynamically adjusting 
parameters based on contextual information, contribute 
to the adaptability of the system across different individu-
als, lighting conditions, and cultural nuances, ultimately 
improving the accuracy of emotion recognition.

Conclusions
The primary objective of this study is to develop an 
architecture for analyzing emotions through human 
skin. After subjecting the extracted features to various 
statistical tests, it is evident that different factors, such 
as localities, have a discernible impact on pixel colors. 
The results of independent t-tests reveal significant dif-
ferences across both cross-cultural and gender catego-
ries, suggesting that these factors influence pixel colors. 
To further investigate the significance of red, green, and 
blue color pixels concerning cross-culture, gender, and 
emotions, we applied a two-way Analysis of Variance 
(ANOVA). The results indicate a significant difference at 
a 5% level of significance. Subsequently, a Post Hoc LSD 
test was conducted, which confirmed significant results 
for all four emotions, except for the green color. Interest-
ingly, gender also emerged as a significant variable affect-
ing pixel colors. This implies that the pixel colors for male 
respondents differ from those of female respondents. 
However, it is worth noting that for the Anger and Neu-
tral emotions, the green pixel color did not show a sig-
nificant difference, suggesting that the green color pixels 
for Anger and Neutral emotions are nearly identical.
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