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Abstract 

In big data, analysis data is collected from different sources in various formats, transforming into the aspect of cleans-
ing the data, customization, and loading it into a Data Warehouse. Extracting data in other formats and transform-
ing it to the required format requires transformation algorithms. This transformation stage has redundancy issues 
and is stored across any location in the data warehouse, which increases computation costs. The main issues in big 
data ETL are handling high-dimensional data and maintaining similar data for effective data warehouse usage. There-
fore, Extract, Transform, Load (ETL) plays a vital role in extracting meaningful information from the data warehouse 
and trying to retain the users. This paper proposes hybrid optimization of Swarm Intelligence with a tabu search 
algorithm for handling big data in a cloud-based architecture-based ETL process. This proposed work overcomes 
many issues related to complex data storage and retrieval in the data warehouse. Swarm Intelligence algorithms can 
overcome problems like high dimensional data, dynamical change of huge data and cost optimization in the trans-
formation stage. In this work for the swarm intelligence algorithm, a Grey-Wolf Optimizer (GWO) is implemented 
to reduce the high dimensionality of data. Tabu Search (TS) is used for clustering the relevant data as a group. Cluster-
ing means the segregation of relevant data accurately from the data warehouse. The cluster size in the ETL process 
can be optimized by the proposed work of (GWO-TS). Therefore, the huge data in the warehouse can be processed 
within an expected latency.
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Introduction
ETL (Extraction Transformation Load) plays a vital role 
in the data warehouse. It gathers the data from various 
sources and applies the transformation process to imple-
ment effective performance. The most essential and 
complicated ETL process is the transformation stage. 
Before loading the data into the data warehouse, some 
processing techniques have employed in the transforma-
tion stage. The load stage transfers the transformed data 

into the data warehouse [1]. In general, the process of the 
transformation stage is replacing the missing attributes, 
deletion of irrelevant data columns, typecasting of data, 
aggregation of data values, removal of null values in the 
queue, and so on.

The issues in handling data stored in the storage devices 
are managing the data, processing data, storage cost of 
the data/cluster, and data security. The ETL process is 
needed to cleanse data, eliminate null values, replace the 
missing attributes, etc. In the ETL process, before loading 
the data into the data warehouse, at the transform phase, 
data must be appropriately handled by eliminating irrel-
evant data columns, reduction in repeated data available 
in the database and collecting data are in various formats; 
therefore, the normalization process is needed [2].

The literature studies mention many issues in the ETL 
process. The big data has coincided with enormous 
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different features. In work [2], the author has addressed 
ETL for big data cost-effectively using a data aggregation 
model. The cloud-ETL model is used to handle big data. 
The main problem was identified in the literature as high 
dimensionality, and the model does not address complex 
data structures. By taking this issue as main considera-
tion, the proposed research article is developed.

This research defines all three Extract-Transform-Load 
situations concerning handling complex data mainte-
nance in the load operation. We proposed efficient hybrid 
optimization of the transformation process in the cloud-
based architecture of the data warehouse for data main-
tenance. The first two processes of extract and transform 
have been widely concentrated [2], but loading the com-
plex data without redundancy and handling dimension-
ality reduction in different data formats is a challenging 
research problem. In the transform phase, this paper 
proposed two things: reducing original data size by high 
dimensionality reduction of data using the swarm intel-
ligence algorithm of the grey-wolf optimizer. After that, 
data clustering is needed by applying tabu search to 
quickly access data. Tabu search effectively segregates the 
similarity of data to form a cluster.

The ETL is evaluated using three different algorithms: 
GWO, tabu search, and hybrid GWO-TS with a cluster-
ing approach. The traditional tools of Spark have been 
used for dimensional data processing. The proposed 
architectures are validated using Amazon AWS clus-
ter with large 50 GB to 2 TB datasets. The architecture 
is demonstrated on prediction problems with thousands 
of features generated on the ETL process. The proposed 
methodology is performed with sales teams to eliminate 
service interruptions. Whole ETL data processing is eval-
uated using sales production settings, and the outcome is 
improved compared to traditional works.

The loading of the data process in the ETL is gathering 
more real-time data and optimizing it for processing the 
data to reduce time analysis [3]. The main contribution of 
these works is:

• In the transformation phase, a High dimensional-
ity reduction process of data using the swarm intel-
ligence algorithm of the grey-wolf optimizer in the 
ETL process is done.

• Efficient Data clusters are generated with various 
nodes by applying the tabu search algorithm.

• The proposed ETL process analyzes the storage cost 
and efficient data process.

The paper has been organized as follows: Review of 
literature section discusses the Review of Literature, 

Proposed GWO-TS methodology section describes the 
transformation of data in the ETL process, Result & dis-
cussion section results and analysis, and Conclusion sec-
tion describes the conclusion and future work.

Review of literature
In the digital world, a massive volume of data is avail-
able in various complex formats, collected from multi-
ple sources like private sectors, corporate companies, 
government sectors, etc. Collecting, storing, analyzing, 
and accessing complex data helps many users make bet-
ter business and company decisions. To achieve it bet-
ter, the ETL process accomplishes these data processes. 
Data is shared in distributed cloud architecture, and cost 
optimization is essential in data loading in cloud-based 
architecture [4]. Zdravevski et  al. [5] describe ETL data 
scenarios based on aggregation in pre-defined time inter-
vals. The data used in the ETL collects user logs for fur-
ther processing. Mayo et  al. [6] propose analyzing ETL 
clinical data, storing electronic healthcare data, and plan-
ning treatment details. Belo [7] describes the ETL pro-
cess of real-time analysis of relational algebra for secure 
computing. Parul et al. [8] propose optimized ETL pro-
cessing data performance in preparing the data report for 
deciding their business activities.

In the data report analysis, construct a data warehouse 
for storing data of heterogeneous type with cleansing 
and reformatting value. This is based on the concept of 
ETL, and it is one of the essential components of the 
data warehouse. The major consumes of the ETL process 
in terms of time complexity and storage cost of the data 
warehouse [9]. The data sources in the data warehouse 
are ERP systems, online transaction processing sys-
tems, and Customer Relationship Management systems 
(CRM). To process the data in the application mentioned 
above, the required data will be in unstructured format 
and structured formats like web pages, spreadsheets, 
images, textual data, etc. [10, 11].

The technical challenge of the data warehouse is han-
dling real-time ETL processing data, and some tech-
niques are required to perform the extraction phase 
in the real-time data. The extract process in the ETL 
includes the Enterprise Application Integration sys-
tem, triggers, log sniffing, and timestamping [12]. The 
research-oriented ETL process mainly focuses on con-
ceptual-based data [13], physical level [14], and logical 
design data process [15]. For handling high-level auto-
mation processing of data, ETL implements conceptual-
based data modeling [16]. In the automatic loading of 
data, ETL’s SysML abstract data process is implemented 
[17] for transforming data into the data warehouse. The 
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ETL process transforms textual data based on the BPMN 
language, automatically updating the commercial tool 
process [18]. Table  1 describes the survey on the ETL 
process.

Recently, the satellite data process requires ETL for 
data maintenance. The article [28] addresses the increas-
ing significance of satellite data in environmental appli-
cations. Still, it lacks an exploration of the challenges of 
handling the massive volume of remote sensing data in 
real-time. The proposed software solution for data pre-
processing is promising, focusing primarily on data 
ingestion efficiency. However, the article misses an 
opportunity to delve deeper into the analytics and uti-
lization of preprocessed data, leaving a research gap in 
understanding how these improved datasets contrib-
ute to more accurate environmental monitoring and 
decision-making.

The research article [29] addresses the significant chal-
lenge of handling large datasets and highlights the need 
for more sophisticated computations in data-intensive 
environments. It introduces a novel machine-learning 
approach for reducing dimensional space in large data-
sets involving data merging, ETL processing, PCA algo-
rithm application, and dashboard visualization. The 
significant contribution lies in the five-phase hybrid 
architecture, demonstrated through a promising case 
study with an epileptic seizure recognition database, 
offering potential applicability across various domains. 
The review of various ETL works is discussed in the arti-
cle [30]. The ETL has wide applications in database pro-
cessing and maintenance.

The article [31] discusses the critical role of data 
quality in research information systems (RIS) that 
integrate data from various sources. It emphasizes the 

importance of data cleansing and harmonization dur-
ing the extract, transform, and load (ETL) processes to 
ensure accurate and reliable research information. The 
paper focuses on presenting the data transformation 
process within RIS. It addresses the challenge of con-
trolling and improving data quality during integration, 
highlighting its relevance in maintaining the integrity 
of research data. The article [32] highlights the impor-
tance of accurate and timely Liquidity Coverage Ratio 
(LCR) reporting for banks in Indonesia, emphasizing 
the challenges faced by those still relying on semi-
automated processes. It discusses an ETL-based auto-
mation method developed with a waterfall software 
development model to streamline daily reporting. 
Based on Basel III frameworks, the proposed meth-
odology offers a viable solution for banks to efficiently 
complete LCR reporting, representing a valuable con-
tribution to the banking industry’s regulatory compli-
ance efforts.

The article [33] acknowledges the significance of data 
analytics in modern organizations. It highlights the 
crucial role of data integration, particularly through 
Extract Transform and Load (ETL) processes, in deriv-
ing valuable insights. It aims to contribute by con-
ducting a systematic literature review, focusing on 
approaches, quality attributes, research depth, and 
challenges in ETL solutions. The study offers valuable 
insights and trends analysis, which can benefit ETL 
researchers and practitioners in various domains, dem-
onstrating the importance of keeping pace with evolv-
ing ETL methodologies and practices.

The article [34] addresses the challenge of han-
dling large-scale video streams efficiently and cost-
effectively, proposing a novel approach called Video 

Table 1 Survey on the ETL process

Author Name Description

Gant et al. [19] (2020) ETL based on academic-related data analysis

Kartick et al. [20] (2020) ETL automation using machine learning process.

Souibgui et al. [4] (2019) Extract, Transform, and Load (ETL) process has been done to analyze 
data for the improvable quality of data.

Ghasemaghaei M et al. [21] (2019) To make decision support system of model based on Structured 
model for Data Quality of big data analysis and in ETL

Sang-Su Kim et al. [22] (2019) ETL process of spatial Information in Heterogeneous type of data.

Timmerman, Y et al. [23] (2019) ETL-based data quality system for a decision support system.

Taleb et al. [24] (2019) Unstructured Data processing in ETL to provide data quality.

Cichy, C et al. [25] (2019) Analysis of data quality in the ETL process.

Günther, L. et al. [26] (2019) To make a decision-processing system of users in the analysis of ETL.

Tian et al. [27] (2019) Automatic verification for ETL data processing
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Extract-Transform-Load (V-ETL) akin to data ware-
housing. The authors introduce Skyscraper, a tailored 
system for V-ETL, designed to reduce costs while 
maintaining data throughput. Skyscraper adapts video 
ingestion pipelines by optimizing sampling rates and 
resolutions, utilizing on-premises compute, and lev-
eraging cloud resources for peak workloads. Experi-
mental results demonstrate that Skyscraper offers 
significant cost reductions compared to state-of-the-art 
systems, providing both cost-efficiency and robustness 
in large-scale video analytics.

The article [35] highlights the increasing significance of 
Big Data applications for organizations seeking competi-
tiveness and insights. It emphasizes the critical role of 
data ingestion and preparation as the initial steps in Big 
Data projects. The paper reviews various widely used Big 
Data ingestion and preparation tools, providing insights 
into their features, advantages, and use cases. Its pri-
mary goal is to assist users in making informed choices 
by helping them select the most suitable tools based on 
their specific needs and application requirements, thus 
serving as a valuable resource for those navigating the 
complex landscape of Big Data technologies. A recent 
swarm intelligence optimization model, particle swarm 
optimization, is discussed in [36, 37]. The optimized data 
handling is introduced in detail. Big data requires ETL 
[38, 39] to provide efficient scalability in data process-
ing. The complex data handling in big data using ETL has 
piqued broad interest in recent research. The complex 

data processing and transformation with redundancy has 
a key challenging aspect.

A dynamic spectrum allocation scheme suggests that 
this allocation is not fixed but can change in real-time 
based on network conditions and demands [40, 41]. 
Random optimization methods are a class of algorithms 
used to find optimal solutions to problems where the 
objective function is not known precisely but can be 
evaluated at different points in the search space [42–
44]. The Wright-Fisher process is a mathematical con-
cept used in population genetics. It models how the 
genetic composition of a population changes over gen-
erations due to random events, such as mutations and 
genetic drift [45, 46].

The research constraints from the literature are cost-
efficient ETL process, scalability issues, high dimen-
sional data processing, and complex data handling. The 
proposed research focused on the above problems and 
offered novel techniques in ETL data handling.

Proposed GWO‑TS methodology
In many organizations, decision-making is based on 
the data report analysis of data stored in the data ware-
house. For that data report analysis, the ETL (Extract, 
Transform, and Load) tool plays a vital role in efficiently 
consolidating data in the data warehouse. This proposed 
work GWO-TS contains two phases. In Phase 1, Dimen-
sionality reduction of data using Grey Wolf Optimizer. In 
Phase 2, Clustering the data using Tabu search is done.

Fig. 1 Architecture of proposed work GWO-TS
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The architecture of the proposed work is given in Fig. 1.
In Fig. 1, data is collected from various sources in vari-

ous formats which is stored in the data warehouse. For 
data analysis, the efficient accessing of the information 
ETL process is required.

Data sources
Data is collected from various sources in different 
formats like structured data, and unstructured data 
through a cloud-based architecture. These databases 
are stored in the data warehouse and used for the deci-
sion-making system of the particular organization. To 
improve the decision-making system, apply the ETL 
process.

ETL process
The process of ETL can be described below. The ETL 
process is crucial for data integration, ensuring that data 
from diverse sources is standardized, cleaned, and struc-
tured consistently for reporting, analytics, and decision-
making purposes. ETL tools and platforms automate 
many aspects of this process, making it more efficient 
and reliable in handling large volumes of data.

Extract
Data is extracted from various sources like files, data-
bases, E-Commerce sites, social networking sites, health-
care organizations, private sectors, etc. It is also called a 
data provider to the databases. These data are used only 
for accessibility.

Transform (Proposed)
The extracted data are transformed into a standardized 
format and it can be used by many organizations. In this 
work, this transformation of data involved two different 
types of phases.

Phase 1: Dimensionality reduction of data using 
Grey Wolf Optimizer
Phase 2: Clustering the data using Tabu search.

Phase 1: Dimensionality reduction of data using Grey 
Wolf Optimizer In the transform stage, reducing the 
high dimensionality of data by implementing the follow-
ing steps:

Step 1: Eliminating the duplicate entries of data.
Step 2: To improve the data quality by including the 
missing attributes, and replacing the null values.
Step 3: Conversion of data format into Unicode.
Step 4: Apply to normalize and de-normalize of data 
into the desired dimensionality for entering into the 
data warehouse.

To implement the reducing high dimensionality of data 
by using swarm intelligence algorithm (SIA) of grey 
wolf optimizer. SIA is an artificial intelligence based on 
nature-inspired techniques. It deploys the collective, 
emerging behavior of interacting with multiple agents by 
following certain rules. The characteristics of SIA are:

Fig. 2 General architecture of SIA
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➢ It can share the information with each other via 
agents.
➢ Self- organization behavior of collective intelli-
gence of every agent.
➢ In the dynamic change environment, it can be 
adaptable and immediate responsibility.
➢ It can be supported in real-time problems

In SIA algorithms, an individual agent from population 
executes in search space and communicate with one 
another. Every agent produces the possible solution and 
based on the fitness function value solution is evaluated. 
Figure 2 shows that general architecture of SIA.

Grey Wolf Optimizer (GWO)

In this work, we are using swarm intelligence of grey wolf 
optimizer (GWO) technique for the reduction of dimen-
sionality of data. GWO starts with randomly initialize 
the agents in the wolf pack. The position of each agent is 
assigned by vector wi(k). 

Here wd
j (t) is the position of jth agent in the dth dimen-

sion, d = 1, . . . q, k is the current iteration index value, 
and it extends up to maximum number of iterations.The 
inspiration of grey wolf in the social intelligence prefers 
to live as a group of minimum 5 to 12 individual agents.
GWO technique is used for solving the problems related 
with continuous and real-time optimization problems. 
To simulate the leadership hierarchy of wolf pack and its 
social behaviour of hunting the prey is done by four levels 
namely alpha (α) , beta (β) , delta (δ) and omega (ω).

Prey hunting process of wolf is conducted as follows: 
search and chasing the prey, encircle it and hunting the 
prey. At first, grey wolves search and track the prey, 
then alpha(α) , leads other wolves to encircle the prey 
and covered in all directions. The responsible of Beta (β) 
wolf passing the prey message of alpha (α) wolf to rem-
ining other wolves in the pack and helps alpha (α) wolf 
in hunting the prey. The final level of omega (ω) wolves 
are allowed to eat food at the end. Remaining wolves 
are considered as delta (δ) and its duties are caretaker of 
wounded wolves, act as a defender from external attacks 
of enemies and contributes for hunting the prey. After 
completion of hunting prey under the guidance of lead-
ers α, β , and δ wolves. Now,each wolf has to update its 
position by getting help from leading wolves of  α,  β , 

(1)
wj(t) = [w1

j (t) . . . ..w
d
j (t) . . . .w

q
j (t)]

T
, j = 1, 2, . . .N .

and δ . Now, the leading wolves are responsible for search-
ing prey in all directions. The leading wolf provides the 
best solution and optimized guidance to get prey in each 
iteration. The pseudocode of GWO is given below:

Algorithm 1. Grey Wolf Optimizer

In the algorithm  1, it α wolf, β wolf, δ wolf have better 
knowledge about the data collected from various sources 
and it eliminates the irrelevant, missing attributes, 
cleansing and produce the best information. By this way 
its dimensionality gets reduced.

Phase 2: Clustering the data using Tabu search The pro-
cess of clustering is grouping of same patterns of data as a 
group. Tabu search algorithm is based on partition cluster-
ing. In partition clustering, same patterns of data are parti-
tion into clusters and split the same pattern into groups 
by increasing it clusters. This type of partitional cluster is 
prototype-based clustering. Here each cluster is defined as 
prototype, and sum of distance between prototype and pat-
tern is considered as objective function. In general, proto-
type represents centre of the cluster. In this work, K-means 
algorithm with tabu search. K-means algorithm is one of 
the types of prototype-based clustering. In each iteration, 
it reduces the average distortion. Therefore, K-means algo-
rithm trapped the local optima and K-means algorithm is 
described below:
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Step 1: Randomly choose M clustering pattern as 
initial centroid of clusters.
Step 2: Assume iter = 0.

Step 3: In each clustering pattern, identify the 
nearest centroid. Put Yj is the cluster (or parti-
tion set) partii . Take centri is the nearest centroid  
to Yj.
Step 4: After partition the sets partii and 1 ≥ i ≥ n ; 
increment by n and evaluate the overall average  
distortion is given by:

(7)Diston =
1

ct

N

i=1

ct

j=1
Disto Y i

j , centri

Here partii =
{

Y i
1
,Y i

2
, . . . .Y i

cti

}

 , cti is the number of 
clustering patterns.
Step 5: In all disjoint partitioned set, evaluate the 
centroid by using:

Step 6: If (Diston−1 − Diston)/Diston > ε go to Step 
3; else terminate the program.
Where, ε is small distortion threshold value.

Tabu search technique is a metaheuristic algorithm 
and designed to optimize the problem of ETL process 

(8)centri =
1

ct

∑cti

j=1
Y i
j

Fig. 3 Procedure of Tabu search
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in transform the data at a less time, and occupies mini-
mum storage space by the reduction of dimensionality. 
In the tabu search, it optimizes the sequence of moves 

and choose the test solution. This algorithm uses neigh-
bourhood pattern for exploring the search space. It has 
a short-term memory called as tabu. It contains list 

Fig. 4 Outline of K-means with Tabu search
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of forbid moves and prevents to and fro movements 
between already available solutions in the tabu lit and it 
is called as cycling. The drawback of using k-means algo-
rithm is local minima. In order to overcome this, tabu 
search allows the poor move solution to yield better per-
formance by improving the objective function. In the 
Tabu list memory it holds the best solution in the search.

It Randomly select each move and generate the current 
best solution. For that move, generate random num-
ber 0 ≤ rnd ≤ 1 . If rnd ≥ pthresht then it is assigned to 
cluster j . This cluster j also generated randomly. But it 
is not assigned to the same cluster of current solution. 
pthresht represents that predefined threshold value. For 
selecting the current best solution, the current new test 
solution satisfies the aspiration criteria and which is bet-
ter than current best solution in the tabu list memory. 
Then current new test solution is considered as current 
best solution and included in the tabu list memory. If all 
test solutions are available in the tabu list memory then 
for generating test solution again from the current best 
solution. Figure 3 shows that procedure for Tabu search 
algorithm.

In this work, tabu search algorithm is combined with 
K-means for generate the cluster. Figure 4 shows that out-
line procedure of K-means with Tabu search algorithm.

To improve the clustering tabu search algorithm is imple-
mented in k-means algorithm. The improved version of 
tabu search algorithm avoid cycling and local minima. In 
all iterations it provides same best solution for each move 
then replace the current best solution with best solution 
of all iterations and update the tabu list memory.

Load
Transforming this best solution of data from GWO-TS 
implementation, into targeted data base like data ware 
house and it is used for various purposes. Loading is 
the final step in the ETL process. During this phase, the 
transformed data is loaded into a target system, such as a 
data warehouse or database.

Result & discussion
In this section our proposed work is implemented by 
using the data set of AWS ([47], https:// aws. amazon. 
com/ ec2/ insta nce- types/). It is implemented with four 
ETL scenarios with GWO-TS. Table 2 shows that details 
about data set for experimental evaluation of four scenar-
ios. The cluster size for all scenarios are 5,10,15,20,25,50, 
100 nodes. The experimental evaluation is implemented 
by using the algorithms of Grey wolf optimizer (GWO) 
[48], Tabu Search (TS) [49], GWO-TS.

Table  2 shows that details of data set in CSV format. 
Figure 5 shows that duration time of ETL data set used in 
various algorithm.

Experimental analysis process implemented with swarm 
intelligence of grey wolf optimizer, Tabu search, and it is 
compared with our proposed work GWO-TS. Our pro-
posed work produces a minimum time duration, and also, 
when the nodes in the cluster increase, it gives a minimum 
time duration [50, 51]. The cluster size cost optimization 
is implemented in source data size and the time required 
to finish the ETL process. Figure 5 shows that time dura-
tion in seconds has been experimented with starting from 
a small cluster size with five nodes, ten nodes, 15 nodes, 20 
nodes, 25 nodes, 50 nodes, and 100 nodes. In Table 2, the 

Table 2 Details of data set

Data Source Type ETL data 
set in CSV 
Format

Data Source Columns 31

Data aggregated Columns 62

Data unaggregated Columns 86

Distributed data storage S3 objects 550

Data Source Size (GB) 53

Data Source Rows 137 M

Destination Unaggregated rows 137 M

Destination Unaggregated size (GB) 94

Fig. 5 Time duration of ETL

Table 3 After applying reduction in high dimensionality of data

Algorithm Original Data Source 
Size in GB

After Applying reduction 
in high dimensionality 
(GB)

GWO 53 51.89

TS 53 52.11

GWO-TS 53 50.45

https://aws.amazon.com/ec2/instance-types/
https://aws.amazon.com/ec2/instance-types/
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source data size is 53 GB and the time required to imple-
ment the ETL process depends on selecting several nodes 
in the cluster size. Table 3 shows the comparison of various 
algorithms in reducing the high dimensionality of data.

From the Table  3, it observes that reduction of data 
source size after applying the reduction of high dimen-
sionality of data using proposed work gives better per-
formance. Figure  6 shows that cost of ETL process in 
various algorithms.

Figure  6 shows that the cost of the ETL process 
depends on cluster size within the stipulated period (1 h) 
and using various algorithms. Our proposed work gives 
better performance compared with other algorithms. It 
requires the minimum cost of the ETL process. When the 
number of nodes increases, it creates the most cost-effec-
tiveness. Figure 7 shows that average iteration needed to 
produce the best result.

In the analysis of Fig.  7 which shows that, the size of 
the original data is 53 GB. After applying Algorithm 1, it 
reduces into 50.45  GB. To produce the best solution in 
the original data size which more time consuming and 
in the reduced data size requires minimum time con-
sumption along with reduce number of iterations. Fig-
ure 8 shows that quality of improvement compare it with 
swarm intelligence algorithm.

As shown in Fig. 8, the ETL data set contains various 
data from different sources in varied structures and for-
mats. After applying the swarm intelligence algorithm 
of the grey wolf, the optimizer reduces the original 
data size. The cost of the operation takes the quality of 

improvement done in the nodes of clusters by using the 
proposed work GWO-TS. Therefore, it needs less storage 
space, less storage cost, and requires minimum computa-
tion time. Compared with our proposed work, GWO-TS 
is faster than other algorithms and produces an optimal 
solution that effectively recognizes the data stored in the 
cluster’s nodes.

Conclusion
In this paper, we have efficiently proposed a hybrid 
optimization of the cloud-based architecture of the 
ETL process in the data warehouse. They extract the 
data and transform it in the data warehouse using dis-
tributed cloud storage that uses the nodes in the clus-
ter. Before loading data into the data warehouse, the 
transform stage reduces the original data size by using 

Fig. 6 Cost of ETL process

Fig. 7 Average iteration
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the swarm intelligence algorithm of the grey wolf opti-
mizer. After reducing the data size, it contains various 
data types in different formats. Our proposed work 
resulted in less storage space, less cost, minimum com-
putation time, improviser in quality, and cluster size 
optimization. In the future, this work may be extended 
up to applying other swarm intelligence algorithms for 
the dynamic real-time application of the ETL process.
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