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Abstract 

The distributed architecture of cloud computing necessitates robust defense mechanisms to secure network-accessi-
ble resources against a diverse and dynamic threat landscape. A Network Intrusion Detection System (NIDS) is pivotal 
in this context, with its efficacy in cloud environments hinging on its adaptability to evolving threat vectors while mit-
igating false positives. In this paper, we present a novel NIDS algorithm, anchored in the Transformer model and finely 
tailored for cloud environments. Our algorithm melds the fundamental aspects of network intrusion detection 
with the sophisticated attention mechanism inherent to the Transformer model, facilitating a more insightful exami-
nation of the relationships between input features and diverse intrusion types, thereby bolstering detection accuracy. 
We provide a detailed design of our approach and have conducted a thorough comparative evaluation. Our experi-
mental results demonstrate that the accuracy of our model is over 93%, which is comparable to that of the CNN-LSTM 
model, underscoring the effectiveness and viability of our Transformer-based intrusion detection algorithm in bolster-
ing cloud security.

Keywords Cloud computing, Network intrusion detection, Transformer model, Attention mechanism, Network 
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Introduction
In recent years, cloud computing has grown rapidly 
because it provides on-demand, simplified network 
access and a shared pool of configurable computing 
resources that can be quickly provisioned and released 
with little management or service provider interac-
tion  [1]. Based on these advantages, cloud computing is 
being deployed in more and more areas and has attracted 
an increasing number of applications to migrate to cloud 
environments [2, 3].

As cloud services are delivered over the Internet, the 
security and privacy of the cloud resources and services 
being deployed are also receiving increased attention [4, 5]. 

At the network layer, cloud suffers from traditional attacks 
such as IP spoofing, Address Resolution Protocol (ARP) 
spoofing, Routing Information Protocol (RIP) attack, 
DNS poisoning, man-in-the-middle attack, port scanning, 
insider attack, Denial of Service (DoS), Distributed Denial 
of Service (DDoS), etc  [6]. To address such issues, major 
cloud providers (such as Amazon EC2, Microsoft Azure, 
Open Nebula, etc.) use the firewalls. Firewalls protect the 
front-end access points of a system and are considered 
the first line of defense. However, since firewalls only sniff 
network packets at the network perimeter, they cannot 
detect intrusion attacks. In addition, some DoS or DDoS 
attacks are too sophisticated for traditional firewalls to 
detect. Therefore, using only a traditional firewall to block 
all intrusions is not an effective solution, extra protective 
measures are required.

Besides, integrating a Network Intrusion Detection 
System (NIDS) in the cloud is a prevalent approach to 
safeguard against attacks. NIDS serves as an alert mecha-
nism, enhancing the security posture by identifying and 
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flagging network breaches that successfully infiltrate the 
system. In recent years, the use of machine learning and 
deep learning algorithms to construct detection models 
for NIDS has become widespread [7]. Despite the signifi-
cant performance improvements compared to traditional 
techniques, most models rely on ample data of attack 
instances. In real-world scenarios, an organization’s 
or enterprise’s network system generates lower quality 
attack sample data for training. As a result, deep intru-
sion detection models have limited detection capabilities 
based on this data  [8]. Thus, an efficient network intru-
sion detection method must be developed.

Recently, Transformer [9] and its variants, which utilize 
self-attention mechanisms, have achieved significant suc-
cess in performing Natural Language Processing (NLP) 
tasks such as text classification, dialogue recognition, 
and machine translation. The key idea of Transformer 
is to pre-train on a large text corpus and then apply the 
trained model to a smaller task-specific dataset for fine 
tuning. Moreover, enlightened by Transformer’s ability to 
handle ordered sequences of data, some researchers have 
used Transformer to detect intrusions and anomalies, 
proving its robustness in many scenarios [10].

Since network intrusion is usually a continuous behav-
ior in time, most of the existing models do not have the 
ability to learn time series features and lose time series 
features. Although some methods based on Recurrent 
Neural Network (RNN) can learn time series features, 
their serial-based training methods have the problems of 
long training time and low convergence efficiency. The 
attention mechanism of the Transformer can effectively 
learn the temporal correlation of network intrusion data, 
thereby advancing the accuracy of network intrusion 
detection. Therefore, in this paper, we propose a network 
intrusion detection method based on the Transformer 
model, explore the feasibility of using the Transformer 
model for network intrusion detection on the CIC-IDS 
2018 dataset, and verify its prediction effect.

In general, the main contributions of our work are 
summarized as follows:

• We unveil a novel intrusion detection methodology 
grounded in Transformer technology, tailored for 
cloud ecosystems, showcasing adeptness in analyzing 
intrusion behavior characteristics, and offering pro-
tection against a broad spectrum of attacks.

• We provide a thorough discussion on the process of 
network intrusion detection. Specifically, we initially 
delineate the architecture of the Transformer model, 
followed by an in-depth elucidation of the process 
entailed in our devised intrusion detection model, 
structured into pivotal stages: data preprocessing, 
model training, and label prediction.

• We conduct a thorough evaluation of our methodol-
ogy using well-established datasets and performance 
metrics, elaborating on the experimental setup, envi-
ronment, and dataset. The diverse experimental out-
comes highlight the robustness and effectiveness of 
our algorithm.

The remainder of this paper is organized as follows. 
Firstly, we traverse through pertinent research that 
underpins our work. Subsequently, we unveil the archi-
tecture of our designed model, delineate the envi-
ronment, and expound on the algorithm employed. 
Thereafter, we present the results of our experiments, fol-
lowed by a conclusion summarizing our work.

Related work
Network security and intrusion detection
In this day and age, network security is highly impera-
tive given the considerable increase in the utilization of 
computer networks. Consequently, sustaining network 
security has become increasingly challenging  [11]. Spe-
cifically, an intrusion is the act of attempting to violate 
security policies or bypass computer and network secu-
rity mechanisms [12]. It refers to any actions that violate 
a computer system’s security policy and jeopardize the 
accuracy, confidentiality, and accessibility of a network 
resource. There are a variety of measures that can be 
taken to address the intrusion challenge in the network, 
such as firewalls and intrusion detection systems. For 
example, the work [13] develops a centralized NIDS and 
firewall within a Software Defined Network (SDN [14]) to 
enhance SDN security against multiple types of attacks.

The concept of intrusion detection was first proposed 
by James Anderson in 1980  [15], and with the develop-
ment of network technology, intrusion detection systems 
began to develop continuously. Network intrusion detec-
tion refers to the analysis of network behavior, security 
logs, and other related data to detect whether the user 
has the purpose of breaking in or breaking out of the 
system  [16]. It usually needs to analyze the character-
istics of IP address for routing and forwarding, port for 
application server access, transport protocol held, packet 
arrival time and payload, and based on this, the detection 
model is established  [17, 18]. The model monitors the 
packets entering and leaving the network. When a sus-
picious packet enters the network, the model blocks or 
permits the packet, and reports the abnormal situation 
to the responsible person. After receiving the report, the 
responsible person can take further measures.

NIDS as a common solution for solving network 
intrusion problem, has gained much attention for dec-
ades  [19]. NIDS can generally be categorized into two 
types: signature-based NIDS and anomaly-based NIDS. 
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Signature-based NIDS identify threats by comparing net-
work activities with known Indicators of Compromise 
(IOC) [20], and anomaly-based NIDS analyze all network 
operations by measuring them against a pre-established 
and standardized baseline that depicts the system’s nor-
mal behavior [21]. To detect and prevent cyber attacks on 
networks, researchers have devoted significant effort to 
proposing a variety of NIDS. For instance, In work [22], 
a self-supervised Graph Neural Network (GNN) is imple-
mented, which integrates and utilizes edge features for 
the detection of network intrusions and anomalies. And 
the work  [23] proposes a novel intrusion detection sys-
temapproach to deal with unbalanced and high-dimen-
sional traffic.

Network intrusion detection in clouds
As mentioned previously, network intrusions are being 
studied extensively, with intrusions into cloud environ-
ments becoming a trending topic as well. This also drives 
the development of related algorithms, numerous net-
work security researchers have formulated various detec-
tion algorithms and presented solutions for intrusion 
detection in networks. For example, the work  [24] pro-
poses an enhanced genetic algorithm to improve intru-
sion detection models based on support vector machines. 
In addition, a fitness function is devised based on classifi-
cation accuracy, false alarm rate, and data feature dimen-
sions. And the work [25] proposes a weighted naive Bayes 
intrusion detection model based on particle swarms, 
which combines rough set theory and an improved par-
ticle swarm algorithm to improve the detection capabili-
ties of NIDS.

The works  [26, 27] use the features available in pcap 
file format to obtain tracking analysis metadata, and pro-
vides a general solution for network anomaly detection 
through k-means clustering algorithm on the basis of 
parallel hardware. Then Ji Saihua et al.  [28] improve the 
k-means algorithm and applied it to intrusion detection. 
Furthermore, there are many studies that have proposed 
intrusion detection algorithms in networks using deep 
learning. For example, the work  [29] proposes nonsym-
metric deep autoencoder for unsupervised feature learn-
ing and presents a deep learning classification model, 
addressing concerns about NIDS. And the work [30] uses 
Self-Taught Learning (STL), a deep learning based tech-
nique, on the NSL-KDD network intrusion dataset to 
propose an approach for developing such an efficient and 
flexible NIDS.

Moreover, the performance of related algorithms has 
been greatly improved. Convolutional Neural Network 
(CNN) is prominent in the fields of image processing and 
NLP, among which the LeNet-5 Network [31] model pro-
posed by Yann LeCun et al. achieves a low false positive 

rate on the MNIST dataset. Based on this model, Wang 
Yong et al. [32] propose six different CNN structures for 
network intrusion detection to improve the overall clas-
sification accuracy. RNN has a good effect on the pro-
cessing of text, speech, and sequence data, but with the 
increase of text or sequence length, the forgetting charac-
teristics of RNN will become more and more obvious. Jih-
vun Kim propose the Long Short-Term Memory (LSTM) 
structure of short-duration memory network [33], which 
effectively alleviates the disadvantage of gradient disap-
pearance in RNN. These have driven NIDS utilization 
algorithms toward more efficient and practical.

As a result, many well-established network intrusion 
detection methods have been proposed for cloud envi-
ronments. For example, the work  [34] develops a useful 
intrusion detection system for the cloud environment 
by utilizing ensemble feature selection and classifica-
tion methodologies. It is employed for selecting feature 
sets with reduced and valuable data from the intrusion 
datasets. And the work [35] designs an effective security 
system that specifically targets cloud-based DoS/DDoS 
attacks utilizing a Multithreaded Network Intrusion 
Detection System (PM-NIDS) tailored to various proto-
cols. As mentioned above, Transformer has many advan-
tages and has been used in many areas in recent years, 
including network intrusion detection. For example, the 
work [36] proposes a new intrusion detection model uti-
lizing n-gram frequency and time-aware Transformer. 
This model can hierarchically learn traffic features from 
both session and packet levels while minimizing informa-
tion. Transformer-based network detection algorithms 
have also been proposed for cloud environments  [37]. 
Similarly, In this paper, we propose a Transformer-based 
network intrusion detection approach in a cloud environ-
ment. In addition, the model has a certain portability. By 
adjusting and optimizing the parameters according to the 
new dataset or other types of network environment, the 
model can effectively adapt to the new dataset or net-
work environment.

Description and design
In this section, we mainly introduce the basics and the 
detailed implementation of our algorithm and the flow of 
network intrusion detection based on Transformer.

Implementation of our algorithm
Attention mechanism
The Seq2Seq (sequence-to-sequence) model is a mapping 
of one sequence to another, often used in machine dia-
logue, machine translation, and so on. Seq2Seq belongs 
to encoder-decoder structure, which is composed of 
encoder and decoder. In the Seq2Seq model, two RNN 
structures act as the two modules respectively. The 
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encoder encodes the input into vector C and transmits it 
to the decoder. The model structure is shown in Fig. 1a. 
According to the structure, in an ideal case, the complete 
information of the input is saved in the last state hn of 
the encoder part. However, if the input is very long, the 
information in hn is incomplete, and then the information 
obtained by the decoder part will be incomplete, result-
ing in incomplete output content.

In order to solve the problem that Seq2Seq model uses 
incomplete information when the input is long, which 
leads to incomplete output, the attention mechanism is 
introduced. The structure is shown in the Fig.  1b. The 
Seq2Seq model whose decoder module no longer uses a 
single vector C as input, but has multiple codecs such as 
C1 , C2 , and C3 . When we predict y1 , maybe y1 is focused 
on C1 , so C1 is encoded semantically; when we predict y2 , 
y2 is focused on C2 , so C2 is encoded semantically, and so 
on, so we simulate the human attention.

Transformer model structure
Transformer model adopts self-attention mechanism and 
completely abandons the structure of traditional RNN 
and CNN, which is widely used in NLP tasks and has 
achieved good results. Therefore, we propose a Trans-
former-based intrusion detection method to analyze the 
data characteristics of intrusion behaviors.

Consider that the encoder-decoder structure is pri-
marily utilized to deal with variable-length sequences, 
such as translation problems, while network intrusion 
detection is fundamentally a classification problem. 

Therefore, this paper exclusively leverages the Trans-
former’s encoder structure, discarding the decoder. The 
encoder output serves as the global feature, onto which 
a fully connected layer and a Softmax layer are added 
to produce the final output. The linear layer converts 
the weight matrix of the encoder output into the final 
required dimension, and the Softmax function normal-
izes the linear layer output into a value between (0,1), 
which is treated as a probability distribution and used 
as the target prediction value. The overall architecture 
of designed Transformer model is shown in Fig. 2.

The original dataset is preprocessed to obtain the fea-
ture vector X, which is used as the input of the encoder. 
In this paper, we stack the encoder with multiple lay-
ers, because with the increase of the number of layers, 
the capacity of the network is larger and the expressive 
power is stronger, which can make the model better 
handle long sequence data. The encoder consists of a 
multi-head attention layer, a feed-forward neural net-
work layer, and a summation and normalization layer. 
The layers are described as follows.

Multi-head attention mechanism: The multi-head 
attention mechanism consists of multiple self-attention, 
which calculates the input matrix to obtain the output 
matrix Zi , and the multi-head attention mechanism 
concatenates the Zi to obtain the final output matrix Z. 
The essence of this layer is to weight the input informa-
tion and the model allocates its attention according to 
the weights.

Fig. 1 Attention mechanism
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Feedforward neural network: The feedforward neural 
network is a two-layer fully connected layer, the first layer 
is activated using the ReLU function and the second layer 
is not activated using the activation function.

Summation and normalization layer: Two operations 
are performed in this layer: one is the residual join, which 
concatenates the input X of the previous layer with the 
output. The other is Layer Normalization, which normal-
izes the hidden layers to a standard normal distribution 
to speed up convergence.

NIDS based on Transformer
The overall architecture of network intrusion detection 
based on Transformer model is shown in Fig.  3, which 
is divided into three stages: data preprocessing, model 
training, and prediction and model evaluation.

Data preprocessing
As illustrated in Fig.  3, the preprocessing stage involves 
label coding, normalization, and batch processing of the 
dataset. Initially, the dataset is divided into a 7:3 ratio of 
training set and test set by label coding and normaliza-
tion. Subsequently, the training set is utilized for model 
training while the test set is used for prediction and eval-
uation. This sequence of operations is described in fur-
ther detail below.

Label coding: In the original dataset, the labels are in 
the form of strings that cannot be processed directly by 
the model. Therefore, it is necessary to convert them to 
numerical data for mathematical calculation and analy-
sis. Label encoding involves encoding of the label of a 
data type into a one-hot vector. For example, botnets are 
coded as [0,1,0,0,0,0,0].

Fig. 2 The architecture of designed Transformer model

Fig. 3 The architecture of NIDS based on Transformer
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Normalization: Due to the large difference of data 
in the dataset, which is not conducive to the training of 
the model, the dataset should be normalized first. In this 
paper, we use the MinMaxScaler function from sklearn, 
which normalizes each column of the data to maintain 
the shape of the original data, and the data range is (0,1) 
after processing. The equations are as follows:

Where x is the data in any column of dataset, xmin is the 
minimum value of the column data, xmax is the maximum 
value of the column data, xstd is the result after stand-
ardization, xscaled is the data after the final normalization, 
max is the maximum value of the final mapping interval, 
min is the minimum value of the final mapping interval.

Batch data processing: Since there are tens of thou-
sands of data in the dataset, in order to avoid the prob-
lems of insufficient memory and slow training speed, the 
data cannot be directly input into the model for training 
at one time, so the dataset is processed in batches first. 
In this paper, the DataLoader function in Pytorch is used 
for batch processing. The specific operation process is 
divided into three steps. Firstly, the TensorDataSet func-
tion was used to convert the processed training data. The 
converted data type was TensorDataSet, which could be 
identified by Pytorch. Secondly, input the dataset con-
verted from the first step into the DataLoader function, 
and the function will generate an iterator to facilitate the 
training of subsequent batches of data. The batch size can 
be set through the function parameter batchsize. Thirdly, 
the iterator in the second step is used to obtain a small 
batch of data, and then the model is trained.

Model training
After the data is input to the model, the predicted value 
corresponding to the input data is output through for-
ward propagation. Then the loss function is used to cal-
culate the difference between the predicted value and the 
real value, that is, the loss value, and the model param-
eters are updated through reverse propagation to reduce 
the loss, so that the predicted value of the model is con-
stantly close to the real value. After several iterations, the 
model with better performance is found by observing the 
decline rate of the loss value. Adam is used as the opti-
mizer and CrossEntropyLoss function is used as the loss 
function. The two realize back propagation in the train-
ing of the whole model, and update the parameters of the 
model until the model converges.

The loss function is a measure of the difference between 
the predicted value of the model and the true value. The 

(1)xstd =
x − xmin

xmax − xmin

(2)xscaled = xstd ∗ (max −min)+min

smaller the loss, the better the performance of the model. 
The CrossEntropyLoss function is used in this model, the 
function formula is shown in Eq. 3.

Where y represents the predicted output of the model, 
and lable is the true label of the sample.

Experimental evaluation
In this section, we test the designed scheme and evalu-
ate its feasibility. Firstly, the experimental setup is given, 
including the configuration of experimental environment 
and the description of dataset. Secondly, the data pre-
processing process and evaluation index are described. 
Finally, the feasibility of the proposed method is verified 
by comparative analysis of different experimental results.

Experimental settings
Experimental environment and parameter configuration
In the experiment, the programming language we used 
is Python, and the Pytorch deep learning development 
framework is used to complete the design of the entire 
model. The parameter configuration of the experiment is 
shown in Table 1.

Dataset
The dataset we used is CIC-IDS 2018, which was devel-
oped by the Communications Security Establishment 
(CSE) and the Canadian Institute for Cybersecurity 
Research for the purpose of intrusion detection research. 
The IDS 2018 dataset contains normal network traffic 
and attack data, totaling 12,212,461 items, and contains 
updated attack types compared to the previous dataset. 
Table  2 describes the concepts and quantities of each 
attack type. Each piece of data has 78 characteristic val-
ues in addition to a label value, including packet size, data 
stream length, duration, and data stream payload size.

(3)loss(y, lable) = −log
exp(y[lable])

j

exp(y[j])

Table 1 Parameter configuration of the model

Parameters Value

Batch size 1024

Encoder layer 3,4,5

The number of neurons in the hidden layer of a fully connected 
network

512

Q,K,V dimensions 80

Heads of attention 8

Loss rate 0.1

Learning rate 0.001
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Model evaluation
Detection performance
We have adopted the normally used indicators: Accuracy, 
precision, recall, and F1− score for the evaluation of the 
proposed system, which are defined as Eq. 4, 5, 6 and 7, 
respectively.

Where TP represents the amount of data that is actu-
ally normal and is predicted to be normal; TN indicates 
the amount of data that is actually abnormal and pre-
dicted to be abnormal. FP represents the amount of data 
that is actually abnormal but predicted to be normal; FN 
represents the amount of data that is actually normal but 
predicted to be abnormal.

Experimental results
In this part, we first conduct an experimental exploration 
of the Transformer-based network intrusion detection 
algorithm. After normalization and other preprocess-
ing operations, the dataset is divided into test set and 
training set according to the ratio of 7:3, and sent to the 
model for training. Then, we train the model in different 
scenarios (the number of encoder layers is 3, 4, or 5) and 
evaluate the prediction effect. Finally, we compare the 

(4)Accuracy =
TP + TN

TP + TN + FP + FN

(5)Precision =
TP

TP + FP

(6)Recall =
TP

TP + FP

(7)F1− score =
2 ∗ Precision ∗ Recall

Precision+ Recall

model with the CNN-LSTM model to evaluate the model 
performance.

In this experiment, the entire training set was used for 
training. When the number of encoder layers is 3, the 
number of training rounds is gradually increased, and 
then the performance of the model is tested using the 
test set. The detection results for each type of attack are 
shown in Table 3. It can be seen that the intrusion detec-
tion algorithm based on Transformer model has satisfac-
tory detection effect on Botnet, DoS, Brute-force, and 
DDoS. Its predictive index value Accuracy, Precision, 
Recall, and F1− score can reach 94% or even 99%.

Next, we gradually increase the number of encoder 
layers of the model for training. When the number of 
encoder layers is 3, 4, or 5, the comparison of the training 
accuracy trends and the comparison of the detection pre-
cision trends are shown in Figs. 4 and 5, respectively. And 
the comparison of the overall detection performance is 
shown in Fig. 6.

As can be seen from Fig.  4, with the increase of 
encoder layers, the fluctuation of model training accu-
racy becomes smaller and smaller, and the corresponding 
prediction performance is also improved. Specifically, the 
peak accuracy difference is 8.93% when there are three 
encoder layers, it is 6.13% when there are four encoder 

Table 2 The concept and number of each attack type

Attack Type Attack Description Number of Attack

Benign Normal. 10856019

Botnet By infecting a large number of hosts with bot program viruses, a one-to-many control network is formed 
between the controller and the infected hosts.

144535

Infiltration Exploit an application vulnerability to execute a backdoor on the victim’s computer, using the victim’s com-
puter to scan the internal network and carry out an attack on other computers.

144336

DDoS Attack Multiple distributed servers are used to send requests to the target, resulting in responses that affect correct 
and legitimate requests.

775955

DoS Attack Attackers overload the system by carrying out a large number of attacks in a short period of time, making 
legitimate requests unresponsive.

196631

Web Attack Web programs scan websites for attacks on vulnerable sites, such as SQL injection. 94101

Brute-force Attack A common form of attack that uses programs to crack passwords by brute force, often to gain unauthorized 
access.

884

Table 3 Detection of each type of attack

Accuracy Precision Recall F1-score

Normal 93.572 94.6515 98.3251 96.4533

Botnet 99.9891 99.7199 99.3589 99.5391

Infilteration 98.7943 44.2619 11.776 13.228

DDoS 94.7668 64.4014 39.4349 48.9167

DoS 99.8151 99.2901 89.1539 93.9494

Web 99.8675 85.5708 99.5962 92.0523

Brute-force 99.9612 17.2378 36.9811 12.1062
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layers, and it is 3.57% when there are five encoder lay-
ers. At the same time, it can be seen from Fig. 5 that the 
detection precision curve for the encoder with five layers 
is slightly higher than the other two curves.

Figure  6 describes the numerical results of the four 
evaluation indicators when the number of encoder layers 

is 3, 4, or 5. When the number of encoder layers is 3, the 
values of four evaluation indexes were 93.38%, 91.7%, 
93.38%, and 92.39%. When the number of encoder layers 
is 4, they are 93.36%, 92.16%, 93.36%, and 92.10%. And 
when the number of encoder layers is 5, they are 93.46%, 
92.19%, 93.4%, and 92.16%. By comparison, with the 

Fig. 4 Comparison of training accuracy trends when Encoder=3,4,5

Fig. 5 Comparison of detection precision trends when Encoder=3,4,5
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increase of the number of encoder layers, the prediction 
accuracy increased by 0.46% and 0.03%.

In order to better evaluate the detection effect of the 
model, we compare the model with the CNN-LSTM 
model, and the experimental comparison results are 
shown in Table  4. Through comparison, it can be seen 
that under the current experimental conditions, our 
model has reached the accuracy of CNN-LSTM, and has 
some practical value initially.

Conclusion
In this paper, we proposed a Transformer-based net-
work intrusion detection algorithm tailored for cloud 
environments, and assessed its viability and predictive 
accuracy. By harnessing the attention mechanism of the 

Transformer model along with network intrusion detec-
tion principles, we designed and implemented this algo-
rithm. Our procedure entailed preprocessing the dataset, 
initially training the model with three encoder layers, and 
evaluating its predictive performance. Subsequently, we 
incrementally increased the encoder layers for further 
training and benchmarked our model against the CNN-
LSTM model. The conclusive results reveal that under 
the specified experimental conditions, our Transformer-
based network intrusion detection model attained a 
prediction accuracy surpassing 93%, on par with the 
latest method on CNN-LSTM model, showcasing its 
efficacy in predicting network intrusions within cloud 
environments.

Fig. 6 Comparison of detection performance indicators when Encoder=3,4,5

Table 4 Comparison of intrusion detection capability with CNN-LSTM model

Indicators Benign Botnet Infilteration DDoS Web Attacks Brute-force DoS

Our Accuracy 0.9357 0.9998 0.9879 0.9477 0.9988 0.9997 0.9982

Precision 0.9465 0.9971 0.4427 0.6441 0.8557 0.1724 0.9929

Recall 0.9833 0.9936 0.1178 0.3944 0.996 0.3698 0.8916

F1-score 0.9645 0.9954 0.1323 0.4892 0.9205 0.1211 0.9395

CNN-LSTM Accuracy 0.9457 0.9997 0.9476 0.9985 0.9988 0.9992 0.9993

Precision 0.9074 0.9952 0.6373 0.9953 0.0165 0.9837 0.9912

Recall 0.9816 0.9986 0.1747 0.9986 0.7143 0.9944 0.9996

F1-score 0.9452 0.9992 0.2722 0.9975 0.0323 0.989 0.9953
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Our future work mainly lies in the incorporation of 
Graph Neural Networks [38] into our Transformer-based 
model to enhance its ability to identify complex intru-
sion patterns in distributed environments such as cloud 
datacenters  [39]. Moreover, we also plan to extend the 
application of our algorithm to more challenging envi-
ronments, such as edge cloud systems  [40]. These envi-
ronments, with their decentralized nature, pose unique 
challenges that our model must adapt to. Generally, our 
long-term goal is to develop a system which can sig-
nificantly enhance network intrusion detection across 
diverse cloud environments.
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