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Abstract 

With the exponential growth of various data interactions on network systems, network intrusions are also increas-
ing. The emergence of edge computing technology brings a new solution to network security. However, due 
to the difficulty of processing massive and unbalanced data at the edge, higher accuracy requirements are neces-
sary for deployed detection models. This paper proposes a multi-classification model for network intrusion detection 
based on reconstruction and feature matching. This model can be deployed on small-scale edge nodes, effectively 
identifying various attack behaviors through the utilization of reconstruction errors and adaptive scaling. Furthermore, 
we proposed a model transfer method based on feature matching to enhance the training and detection efficiency 
of multi-classification models under different data distribution conditions. The proposed model has been evaluated 
on the CICIDS2017 dataset in terms of accuracy, recall, precision and F1 score. The model demonstrates high accu-
racy for normal flows in the network, majority class attacks, and minority class attacks, achieving an overall multi-
class accuracy of 99.81%, outperforming similar models. Furthermore, this model demonstrates faster convergence 
and training speed after feature matching, exhibiting better robustness and outstanding performance at the edge.

Keywords Intrusion detection, Edge computing, Adaptive scaling, Feature matching

Introduction
With the rapid development of the Internet, network 
intrusion events occur frequently, and traditional net-
work security solutions are usually concentrated on the 
data center or cloud services of enterprises, and these 
centralized security measures are difficult to meet the 
rapidly growing needs of network attacks and intru-
sions [1]. The edge computing technology distributes 
the intrusion detection model to the servers near the 
physical devices, routers or access points at the edge of 

the network, so as to realize real-time network security 
monitoring and threat prevention closer to the user ter-
minal. This distributed security mechanism enables net-
work intrusion detection to be carried out earlier and 
malicious behaviors can be located and isolated more 
precisely [2]. Therefore, edge computing brings a new 
solution to network security and provides a faster, more 
efficient and real-time security detection means.

Edge computing presents several advantages in the 
realm of network intrusion detection [3]. Firstly, deploy-
ing intrusion detection models at the edge offers lower 
latency, enabling real-time monitoring and faster 
response capabilities. This swift responsiveness is instru-
mental in minimizing losses incurred due to intrusions. 
Secondly, by decentralizing computing functions to the 
network edge, edge computing facilitates the realiza-
tion of a more flexible and scalable network security 
architecture. This decentralization contributes to better 
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management practices, enhancing the overall security 
posture. Lastly, edge computing brings forth greater 
machine learning and data analysis capabilities, enabling 
more accurate identification of new types of attacks com-
pared to centralized solutions. In essence, the integration 
of edge computing enhances the efficiency and effective-
ness of network intrusion detection systems.

Illustrated in Fig. 1, the potential for edge computing in 
network intrusion detection is expanding [4]. However, 
presently, intrusion detection encounters various risks 
and challenges within the realm of edge computing [5].

(a) At the periphery of the network environment, 
the computational and storage capacities of edge 
nodes are inherently limited, posing difficulties in 
effectively sampling extensive datasets [6]. Current 
intrusion detection technology faces challenges in 
extracting pertinent features from the resource-
constrained edge nodes within vast and imbalanced 
datasets, thereby impeding accurate representation.

(b) Within the realm of edge computing, users have 
multiple avenues for transmitting network data. 
However, the openness of networks exposes edge 
nodes to a multitude of security threats. Advanced 
Persistent Threats (APT), challenging to detect due 
to their low sample size, prove elusive for existing 
intrusion detection techniques within massive and 
imbalanced datasets.

(c) When confronted with novel attacks, the efficiency 
of training detection models on edge nodes is sub-
optimal. This inefficiency hampers existing meth-

ods in swiftly and accurately identifying emerging 
types of attacks.

Aiming at the challenge of intrusion detection model 
in edge computing, this paper proposes a multi-class 
intrusion detection method based on reconstruction 
and feature matching. The major contributions of this 
paper are as follows:

(a) We propose an adaptive scaling method to handle 
massive and heterogeneous data collected at the 
edge, enhancing the discriminability of different fea-
tures. This effectively addresses the challenging issue 
of data representation for models on edge devices.

(b) We introduce a deployable multi-class network 
intrusion model designed for the edge. This model 
leverages the fusion of reconstruction errors and 
extracted attack features to overcome the detection 
challenges of APT attacks in massive and imbal-
anced network flow data, which is a limitation 
observed in CNN-LSTM.

(c) We design a model transfer method based on fea-
ture matching. The edge model employs a feature 
matching transfer algorithm, facilitating the rapid 
construction of the target domain network. This 
effectively addresses the challenge encountered by 
edge models in promptly training and detecting 
novel attacks.

The paper is structured into several sections. In the sec-
ond section, we briefly review existing attack detection 

Fig. 1 Edge computing intrusion detection framework
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models and transfer learning methods. The third sec-
tion introduces the multi-classification model proposed 
in this paper and its specific algorithmic implementa-
tion. Our approach is evaluated using the CIC-IDS-2017, 
KDDCUP99, and UNSW-NB15 datasets in the fourth 
section. Lastly, the fifth section provides a summary of 
our research findings and outlines future directions for 
this work.

Related work
Network intrusion detection
Network intrusion detection leveraging edge computing 
entails implementing security measures and surveillance 
at the network periphery [7]. This strategy harnesses 
the potential of edge computing to locally process and 
analyze data, situated closer to the data source, rather 
than relying exclusively on centralized systems [8]. This 
methodology facilitates swift identification of potential 
intrusions, amplifies the efficacy of threat analysis, and 
furnishes a more agile defense mechanism against secu-
rity threats.

In the realm of deep learning applications, researchers 
have explored various aspects of anomaly detection mod-
els, as summarized by Chalapathy et al. [9]. Furthermore, 
Yin et al. [10] introduced an enhanced mobile edge com-
puting solution that combines federated learning with the 
CNN algorithm. Given the sequential nature of network 
traffic intrusion detection scenarios, many researchers 
have proposed models that amalgamate classical recur-
rent neural networks (RNN) and convolutional neural 
networks (CNN) to cater specifically to time series data. 
For instance, Xie et  al. [11] developed a network intru-
sion detection algorithm employing dynamic IFS for data 
preprocessing and feature selection using the chi-square 
test on datasets such as KDD 99, NSL-KDD, and the high-
dimensional UNSW-NB15. Liu et al. [12] introduced two 
attack detection methods, PL-CNN and PL-RNN, which 
support end-to-end attack detection of network data flows 
by considering the initial characters of the original effec-
tive load as input. Another noteworthy model, CANET 
[13], addressed the challenge of temporal information loss 
during high-level spatial feature extraction by simultane-
ously learning spatial-temporal features at multiple levels 
and considering the structural aspects of network attacks.

In the realm of anomaly detection, particularly when 
dealing with sample imbalance [14], Ngamba Thokchom 
et  al. [15] proposed an ensemble learning-based classi-
fier model incorporating Gaussian naive Bayes, logistic 
regression, and decision trees as fundamental classifiers. 
Additionally, a novel approach known as the Fence GAN 
model [16] was introduced to generate attack data using 
Generative Adversarial Networks (GANs). Traditional 
GANs posed a challenge as their loss function wasn’t 

well-suited for anomaly detection since generated sam-
ples often overlapped with real data, rendering the gener-
ated discriminator ineffective for anomaly detection. To 
overcome this limitation, researchers modified the GAN 
loss function to position generated samples at the bound-
ary of the real data distribution. This innovative approach 
enhanced abnormal data, expanded the feature distri-
bution of anomaly samples, and ultimately boosted the 
model’s anomaly detection capabilities.

The described method has enhanced the accuracy 
and efficiency of intrusion detection. Nevertheless, in 
multi-class scenarios with imbalanced data, especially 
when implemented in edge computing, it demonstrates 
restricted detection capabilities and resilience, particu-
larly in the suboptimal detection of APT attacks.

Transfer learning
Deep neural networks exhibit significant autonomous 
feature learning capabilities, efficiently expediting model 
training effects, and are well-suited for updating models 
at the edge. Several experiments [17–19] have demon-
strated that data features evolve from general to specific 
as learning progresses. However, as domain dissimilari-
ties increase, the ability to transfer features diminishes 
notably at higher levels. Deep networks have emerged as 
the most conducive architecture for facilitating transfer 
learning. Transitioning from fine-tuning methods [17], 
to techniques that maintain the fixed network feature 
extraction layer to enhance the learnable distance from 
the classification layer [18, 20], to the concept of implicit 
distributed distance learning through domain antago-
nism [21–23], deep transfer learning methods have swiftly 
gained prominence in active research areas. The practi-
cal application of migration tasks typically involves het-
erogeneous networks, each requiring a potent migration 
approach. While deep neural networks excel at acquiring 
general features, training a deep neural network model for 
a specific task demands substantial datasets and, in some 
cases, even retraining for novel tasks, incurring consider-
able expenses. Therefore, employing transfer learning is a 
viable approach for training against novel attacks.

Huang et  al. [24] introduced an unsupervised domain 
adaptation method centered around category contrast, 
significantly enhancing image classification performance. 
Meanwhile, Wang et  al. [25] explored the use of sparse 
coding or joint graph learning to establish domain cor-
respondences. Later, with the advent of generative adver-
sarial networks, Yu et al. [26] proposed a domain adaptive 
network model that harnessed generative adversarial prin-
ciples. These principles were applied to tackle domain adap-
tation challenges by utilizing the source and target domains 
within generative adversarial networks. However, given the 
dynamic and ever-evolving nature of network intrusion 
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attack scenarios, expecting all attack types to remain con-
stant is unrealistic. This dynamism leads to a fundamental 
inconsistency in the feature and category spaces of the data. 
As a result, domain adaptation may not be the most suitable 
approach for the current application scenario.

In the realm of transfer learning, there is also substan-
tial research focused on exploring feature matching. For 
instance, Srinivas et  al. [27] manually performed inter 
layer matching for heterogeneous networks. However, 
this approach has some inherent limitations. The AT 
model research team [28] introduced two key concepts: 
the teacher network (source domain network) and the 
student network (target domain network), along with 
an attention mechanism. This attention mechanism 
involves superimposing image color channels to gener-
ate high-representation features, forming an attention 
mechanism. It assists the student network in enhancing 
its performance by transferring the attention from the 
teacher network, as mentioned in the article’s AT-loss. 
In the FitNet [29] model, some researchers employ a 
norm criterion to facilitate feature matching between the 
source domain and the target domain. Meanwhile, the 
L2t-ww [30] model employs a meta-network approach 
to enable the migration from the target domain network 
to the source domain network. Hence, employing feature 
matching to accelerate the training of intrusion detec-
tion models at the edge is a practical approach, effectively 
mitigating the impact of emerging attacks.

Our methodology
Adaptive network intrusion data scaling based on edge 
computing
Normalization is the process of transforming data into a 
specific range or standard distribution to facilitate better 
comparison and analysis across different datasets or algo-
rithms. This typically involves scaling the data to ensure its 
values fall within a particular range or distribution, such as 
adjusting data to follow a normal distribution with a mean 
of 0 and a standard deviation of 1 or scaling data to a range 
of 0 to 1. Normalization helps eliminate dimensional dif-
ferences between different features, thereby enhancing the 
effectiveness of model training and data analysis.

In the attack data preprocessing of each edge node, we 
often use the method of min-max scaling to normalize 
features with varying numerical values. However, there 
is a significant disparity in the numerical representa-
tions of different features, which can lead to suboptimal 
normalization results [31]. presents a method for feature 
transformation. Due to the varying magnitudes of feature 
values, logarithmic transformation is applied to each fea-
ture value f to rescale it, with u ← log (u + 1).

However, this method is inadequate for scenarios in 
which the minimum feature value is negative. Removing 

features with negative values would lead to the loss of cru-
cial attack-related features. Hence, we propose an adaptive 
scaling method based on edge computing,when the edge 
node collects network intrusion traffic, we scale the cap-
tured characteristics of attack flow adaptively The intru-
sion detection data U undergoes minimum value selection 
as Umin. When applying logarithmic transformation to 
the values, we incorporate an additional step, adding the 
absolute value of the minimum feature value |Umin|. This 
guarantees that each feature u can undergo compression 
while maintaining the integrity of the features.

Reconstruction error and compression feature model 
based on depth autoencoder
In the context of large-scale network intrusions, the 
attack landscape is both diverse and complex. The data 
imbalance, primarily driven by the prevalence of APT 
attacks, poses a significant challenge. Models deployed at 
the network edge must demonstrate a robust capability 
for multi-class classification. This approach customizes 
the classification process to suit real-world network sce-
narios, thereby elevating the precision of detection mod-
els deployed at the edge for handling multi-class tasks.

This model comprises three main components: a fea-
ture extraction network, a self-coding compression net-
work, and a multi-classification network. The specific 
structural diagram is depicted in Fig. 2.

The parameters of the deep autoencoder network are 
tuned based on normal samples. Leveraging the imbal-
ance in the dataset, this model capitalizes on the fact 
that the reconstruction error for a few abnormal samples 
tends to be significantly larger than that of normal sam-
ples. Simultaneously, intrusion detection data exhibits 
robust differentiation in low-dimensional space. Conse-
quently, this model employs deep autoencoders to com-
press one-dimensional features and utilize reconstruction 
errors as data features for training multiple network 
intrusion classifiers, thereby enhancing the detection rate 
for abnormal samples. This model comprises three main 
components: a feature extraction network, a self-coding 
compression network, and a multi-classification network. 
The specific structural diagram is depicted in Fig. 2.

The critical information from the input sample is pre-
served in the low-dimensional space, encompassing 
dimensionality reduction features identified through 
dimensionality reduction techniques, as well as the 
induced reconstruction errors. These reconstruction 
errors play a vital role in enhancing the intrusion detec-
tion classifier’s detection rate. They are derived from the 

(1)u ∈ U

(2)u′ = log(u+ |Umin| + 1)
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compressed low-dimensional features and reconstruc-
tion errors generated by the deep autoencoder model. The 
reconstruction error is represented as a vector and can 
consist of multiple error measurement criteria.

This model uses the combined method of Euclid-
ean distance uc _ 2 and cosine similarity uc _ 1 to calculate 
reconstruction error.

Feature extraction and fusion network based 
on CNN‑LSTM
The feature extraction network is mainly constructed for 
the purpose of extracting the features of high-dimen-
sional network traffic intrusion data, which mainly uses 
one-dimensional convolutional network and LSTM.we 
can extract more efficient N-element local sequence fea-
ture abstracts. Based on the integration of CNN’s local 
feature parallel extraction capability and LSTM’s long-
term temporal feature extraction, the time-space dimen-
sion features are completely extracted. CNN can extract 
local spatial or short-term structural relationships and 
capture local correlations of spatial or temporal struc-
tures. LSTM is specialized for time series modeling. 

(3)Lreconstruct
(

x, x′
)

=
∣

∣

∣

∣x − x′
∣

∣

∣

∣

2

2

(4)u" = E(x; θe)

(5)x′ = g u"; θd

For edge-based network intrusion detection, we have 
integrated CNN and LSTM to leverage their respective 
strengths.

Finally, we concatenate the abstract features extracted 
by the feature extractor with the error vector and pass 
them into the classifier. The role of classification net-
work is to carry out multi-classification of network intru-
sion detection. The classification network uses the data 
of deep self-coding compression network and feature 
extraction network to complete multi-classification pre-
diction, and uses SoftMax function to output multi-clas-
sification probability.

Multi‑classification detection model training
To circumvent local optimization issues, we employ an 
end-to-end training approach. The training objectives 
consist of the cross-entropy and reconstruction error 
functions of the classification network. In classifica-
tion training, as the model’s goal is to establish multiple 
classifications, we utilize a distinctive one-hot encoding 
method. This means that a K-category label is repre-
sented as a K-bit 01 one-hot vector. Such a label type 
represents the most desirable output result for the neu-
ral network. With N samples at hand, the training func-
tion of the model can be expressed as follows:

(6)c = concat
(

uc1 ,uc2 ,u,H(x)
)

(7)y = Softmax(c)

Fig. 2 Multi-classification model of network intrusion detection.uc _ 1- Cosine similarity uc _ 2-Euclidean distance. u′′-One-dimensional compression 
vector
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The reconstruction error in this model primarily con-
sists of the Euclidean distance criterion and cosine similar-
ity criterion. Consequently, the final reconstruction error 
results from concatenating the values obtained from these 
two metrics to form a two-dimensional reconstruction 
error vector. In high-dimensional datasets with imbal-
anced data, the majority of anomalous samples exhibit dis-
tinct separation from normal samples in low-dimensional 
space. However, some abnormal samples may be concealed 
within the normal samples. Nevertheless, in high-dimen-
sional space, this small number of abnormal samples dif-
fers significantly from normal samples. Therefore, this 
model combines reconstruction errors and compressed 
one-dimensional features within the deep autoencoder.

Input sample xi (i = 1,2,3, ......) Data preprocessing is 
mainly to encode some discrete features and label the cor-
responding samples yi (i =1,2, 3, ....). It’s processed into a 
k-dimensional zero-one vector. Relu function was used for 
activation function and SoftMax was used for classifica-
tion function. According to the description in Fig. 1, the 
corresponding end-to-end training scheme of the model 
was developed. First, the model propagates forward to 
get ŷ (i =1,2,3, ......). Then according to the objective func-
tion set by the model, the backpropagation parameters are 
adjusted, ultimately completing the model’s training.

 Algorithm 1 Network intrusion detection model based on edge 
computing

(8)

Ltotal
(

θ |x, y
)

=
1

N

N
∑

i=1

Lorg
(

θ |x, y
)

+
1

N

N
∑

i=1

Lreconstruct
(

θ |x, x′
)

(9)Lcos
(

x, x′
)

=

∑n
i=1 xi × x′i

√

∑n
i=1 x

2
i ×

√

∑n
i=1 x

′2
i

(10)Ld
(

x, x′
)

=

√

√

√

√

n
∑

i=1

(

xi − x′i
)2

Intrusion detection multi‑classification model based 
on feature matching
In the dynamic realm of evolving network environments, 
emerging attack types have become increasingly complex 
and diverse. Intrusion detection models deployed at the 
edge must swiftly adapt and learn from newly captured 
attack data. Traditional machine learning approaches, due 
to their extended training times, often fall short in provid-
ing a rapid response to these ever-changing attacks. To 
tackle this challenge, we introduce a feature matching algo-
rithm tailored for attack traffic. This algorithm harnesses 
previously acquired knowledge from the source domain, 
expediting the learning efficiency for the target domain. As 
a result, it significantly accelerates the update speed of edge 
models, facilitating effective responses to emerging and 
novel attacks.

The multi-classification model for network intrusion 
detection, based on feature matching in the migration 
network, consists of two primary components: the source 
domain network, serving as an auxiliary component, and 
the target domain network, acting as the primary compo-
nent. The classification network is responsible for catego-
rizing network intrusion detection and classifying network 
traffic data into normal and abnormal types. The specific 
approach is depicted in the figure below.

As depicted in Formula 11 of the feature matching algo-
rithm employed by this model, in a heterogeneous net-
work where the source domain and target domain share 
precisely the same feature space, it becomes necessary to 
adopt suitable strategies for adaptation. In this regard, we 
have chosen to implement an objective function using the 
same approach as Fit Net [29].

Feature matching model training
We integrate the proposed feature matching algorithm 
with the original cross-entropy loss of the target domain 
network to facilitate the rapid convergence of the model. 
The classifier employs cross entropy, primarily utilized to 
assess the proximity between the actual output and the 
expected output. During the classification training, input 
samples xi (i = 1,2,3, ......), data preprocessing is mainly 
to encode some discrete features and label the corre-
sponding samples yi (i =1,2,3, ....). It’s processed into a 
k-dimensional zero-one vector. This type of label is the 
most desired output of the neural network. This model 
uses the label type to measure the difference between the 
output of the network and the multi-classification label, 
and uses the difference to update the network parameters 
through back propagation. θt refers to the model parame-
ters of the target domain model, S(·) is the original source 

(11)Lfm =
∥

∥ϕθ
(

Tn
θt

(

I t
))

− Sm
(

I s
))∥
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2

2
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domain model that needs to be loaded, and T(·) refers to 
the target domain model. When N samples are given, the 
training function of the model is as follows.

The specific preprocessing and reconstruction algo-
rithms of the core target domain model remain consistent 
with those detailed in the previous chapter. Input samples 
xi (i = 1,2,3, ......), data preprocessing is mainly to encode 
some discrete features and label the corresponding sam-
ples yi (i =1,2,3, ......). It’s processed into a k-dimensional 
zero-one vector. Relu function was used for activation 
function and SoftMax was used for classification function. 
According to the description in Fig. 3, the corresponding 
end-to-end training scheme of the model was developed. 
The model propagates forward to get ŷi (i =1,2,3, ......) 
Then according to the objective function set by the model, 
the back propagation parameters are adjusted.

 Algorithm 2 Multi-classification model of intrusion detection based 
on feature matching

Experimental results
Datasets description
To address the network environment challenges encoun-
tered when deploying intrusion detection models at the 
edge, this paper selected three datasets to validate the 
performance of the proposed algorithm and model. All 
chosen datasets include real-time data related to network 
traffic and exhibit the same imbalanced data characteris-
tics as those captured in the real world.

In the multi-class intrusion detection task with imbal-
anced data, we choose the CIC-IDS-2017 dataset as the 
training and testing set for our model. This dataset con-
tains several of the most common attack types encoun-
tered in real-life scenarios, and the distribution of attack 
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N
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data among different classes is imbalanced. In the feature 
matching algorithm, we have chosen the source domain 
dataset, KDD99, and utilized feature matching to transfer 

the multi-classification model to the target domain data-
set, UNSW-NB15. These two datasets are entirely dis-
tinct. Regarding attack types, KDD99 lacks many modern 
attack types, while UNSW-NB15 encompasses some 
new types of attacks. This algorithm leverages knowl-
edge from the source domain to enhance the detection 
capabilities of modern target domain network intrusion 
attack types.

CIC‑IDS‑2017
The CICIDS-2017 dataset was originally constructed 
by the Communication Security Establishment and 
the Canadian Institute for Cybersecurity [32] in 2017. 
This dataset comprises normal traffic as well as sev-
eral of the most common types of attacks encountered 
in the real world, with each data entry containing 80 
attributes. The dataset includes 2,273,097 samples of 
the normal class and 557,646 samples of attack classes, 
encompassing six attack categories: DoS, Port Scan, 
Infiltration, Web Attack, Patator, and Bot. However, 
due to the limited number of Infiltration attack sam-
ples, they are disregarded during the model’s training 
and testing phases. Hence, this paper’s model primarily 
focuses on detecting normal traffic and five categories 
of attack traffic.

KDD99
We employ the benchmark dataset KDDCUP99 [7] from 
the field of network intrusion detection as the source 
domain for model training and prediction. The experimen-
tal data is 7 weeks of network traffic data. The KDDCUP99 
data set has a variety of attack types, which can be sum-
marized as Normal, DoS, unauthorized access by remote 
host (R2L), and other types of attacks. Unauthorized local 
superuser privileged access (U2R) and port monitoring 
(Probing).

UNSW‑NB15
As the target domain dataset for feature matching, the 
dataset [8] presents a diverse range of contemporary net-
work traffic scenarios, encompassing numerous low-foot-
print intrusions and richly structured information. In the 
ever-evolving landscape of information technology, net-
work attack methods have become increasingly diverse, 
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especially with the emergence of modern low-footprint 
attacks and novel attack techniques. Legacy datasets may 
not adequately capture these developments, and network 
intrusion detection continually requires the integration 
of new attack type detection methods. The dataset serves 
as a valuable experimental foundation for contemporary 
cyber-attack detection tasks. The dataset comprises a 
total of nine labels, represented by the “attack cat” field, 
which include categories such as Fussers, Analysis, Back-
doors, DoS, Exploits, Generic, Reconnaissance, Shellcode, 
and Worms.

Evaluation metrics
The four data used to evaluate the performance of a model 
are as follows: True Positives (TP), True Negatives (TN), 
False Positives (FP), and False Negatives (FN). The perfor-
mance of the method is assessed using the following met-
rics, namely: 1) Accuracy, 2) Precision, 3) Recall, and 4) F1 
Score.

(13)Accuracy =
TN + TP

TN + FN + TP + FP

(14)Precision =
TP

TP + FP

(15)Recall =
TP

TP + FP

(16)F1Score =
2

1
Recall

+ 1
Precision

Experimental result
Intrusion detection multi‑classification model
To validate the suitability of this approach for detecting  
imbalanced intrusion data collected at the edge, this  
method is compared to widely used deep learning algo-
rithms for imbalanced sample detection such as DNN, 
CNN, and CNN-LSTM, as well as the latest multi-class 
intrusion detection algorithm, TLHA [33], in terms 
of precision, recall, and F1 score (Figs.  4, 5, 6, 7, 8 and 
Table 1).

The experimental results demonstrate that the method 
proposed in this paper exhibits better efficiency in the 
multi-class task of intrusion detection on imbalanced 
datasets. Specifically, the precision for all categories has 
significantly improved compared to other methods. In 
terms of F1 score and recall, except for the misclassifica-
tion of some Bot traffic as normal traffic, the remaining 
metrics also outperform existing models (Table 2).

As shown in the table above, the method proposed in 
this paper consistently outperforms other methods in 
terms of the weighted average of the four metrics for the 
overall intrusion detection multi-class task. This demon-
strates that the method presented in this paper is effec-
tive in successfully handling multi-class tasks.

Ablation study
For the multi-classification task of network intrusion detec-
tion at the edge, we propose three modules: Adaptive 
Scaling for data, Reconstruction Error-based Feature Com-
pression using Deep Autoencoders, and Feature Extraction 
and Fusion model based on CNN-LSTM. Given that the 

Fig. 3 Multi-classification model of intrusion detection based on feature matching
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traffic collected at the edge is relatively smaller compared to 
the entire dataset, we compared the accuracy of these three 
modules using 10%, 20%, and 50% of the data (Table 3).

The experimental results indicate that the Adaptive Scal-
ing module significantly enhances the data representation of 
the model on edge devices. Additionally, deep autoencoders 
exhibit notable discriminative capabilities, particularly for 
minority class samples, such as APT attacks.

Multi‑classification model of intrusion detection based 
on feature matching
In the experiment involving the migration of a multi-clas-
sification model for network intrusion detection based 
on feature matching, a five-classification model trained 
on the KDDCUP99 dataset is used as the source domain 
model, while the target domain model is based on the 
modern attack dataset UNSW-NB15 for migration. The 

Fig. 4 Confusion matrix on CIC-IDS-2017

Fig. 5 The precision of different multi-class models
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purpose of the study is to investigate whether the accu-
racy of the intrusion detection model is correlated with 
the proportion of abnormal data, the number of clas-
sifications, and potential relationships between certain 
categories. To explore these relationships, several experi-
ments were designed.

Due to the limited data collected by edge devices, this 
experiment comprises four sets of distinct trials. Each 
set involves different quantities of intrusion detection 
data, simulating various proportions of traffic collected 
by edge devices. as outlined in the following table: The 

results correspond to the detection at data collection 
percentages of 5%, 10%, 20%, and 30%.

Concurrently, we assessed the learning outcomes of 
the model on the UNSW-NB15 dataset both before and 
after feature matching. After 5, 20, and 30 epochs, we 
evaluated the edge model’s effectiveness in learning and 
training on the dataset.

Compared to the original model, the feature-matched 
model demonstrates a faster convergence rate and 
increased robustness. This further validates the effec-
tiveness of the transfer algorithm. In networks with 

Fig. 6 The recall of different multi-class models

Fig. 7 The F1-Score of different multi-class models
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heterogeneous source and target domains, the lower-
level fundamental features are common, while the 
higher-level features are domain-specific. Transferring 
these shared characteristics aids in training the tar-
get domain network, enhancing the iteration speed of 

edge devices and reducing the cost and computational 
resources required for massive data collection.

Conclusion
This article focuses on developing a network intrusion 
detection model suitable for deployment at the edge, 
particularly addressing the challenges posed by imbal-
anced data. We propose a multi-classification approach 
for network intrusion detection based on reconstruc-
tion and feature matching. The method encompasses 
three key stages: Adaptive Scaling, Reconstruction and 
Feature Compression, and Feature Matching. Initially, 
data collected at the edge undergoes adaptive scaling to 
enhance feature distinctiveness. Subsequently, we intro-
duce a reconstruction and compression method based 
on deep autoencoders, integrating features extracted by 
CNN-LSTM to derive multi-class classification results in 
the classifier. We compare this method with four exist-
ing approaches, and the results demonstrate its superior 
performance. Finally, we present a feature-matching-
based model training approach tailored for edge devices 
to address scenarios involving novel attacks, reducing 
the training time required for the model to adapt to new 
threats.

Fig. 8 The proportion of abnormal data and the influence of iterations on accuracy

Table 1 CIC-IDS-2017 data distribution

Class (Amount) Attack Types in 
Data Set

Amount Percentage

Training (1968801) BENIGN 1,581,577 80.33%

DoS 264,356 13.43%

PortScan 110,364 5.61%

Patator 9629 0.49%

WebAttacks 1515 0.08%

Bot 1360 0.07%

Testing (843773) BENIGN 677,820 80.33%

DoS 113,296 13.43%

PortScan 47,299 5.61%

Patator 4126 0.49%

WebAttacks 649 0.08%

Bot 583 0.07%

Table 2 Metrics comparison for CICIDS-2017 dataset

No. Method Accuracy F1‑Scrore Precision Recall

1 CSE-IDS [34] 92.00 – – 98.00

2 Big Data Based DL [35] 97.8 – – 97.8

3 Ensemble Based IDS 
[36]

88.96 – – 96.25

4 TLHA [33] 98.46 98.1 86.42 96.25

5 Proposed Model 99.81 99.79 99.80 99.81

Table 3 Ablation study on the effectiveness of different 
components: CNN-LSTM.Adaptive Scaling (AS), Deep AE (DAE)

Components Dataset Ratio

CNN‑LSTM AS DAE 10% 20% 50%

√ 94.63 97.18 98.20

√ √ 95.91 97.46 98.22

√ √ 98.62 99.59 99.74

√ √ √ 99.52 99.69 99.79
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To meet the demands for model size and speed in net-
work intrusion detection at edge nodes, the deployed 
detection models on edge devices should be developed 
with a focus on lightweight characteristics. Conse-
quently, our future emphasis will center on the applica-
tion of lightweight devices in tasks related to detecting 
imbalanced intrusion network traffic. The goal is to 
improve model accuracy and shorten the time required 
for the model to learn and detect various types of 
attacks.
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