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Abstract 

Social network rumor harm metric is a task to score the harm caused by a rumor by analyzing the spreading range 
of the rumor, the users affected, the repercussions caused, etc., and then the harm caused by the rumor. Rumor 
hazard metric models can help rumor detection digital twins to understand and analyze user behaviors and assist 
social network network managers to make more informed decisions. However, there is a lack of models that can 
quantify the harm of rumors and automated harm metric models in rumor detection digital twins. To address this 
issue, this paper proposes an innovative social network rumor harm metric based on rumor propagation knowledge 
and a large language model (LLM), RSK-T5. The method first completes the joint task of rumor comment stance detec-
tion and sentiment analysis to capture critical features of rumor propagation. Then, this knowledge is used in the pre-
training process of LLM to improve the model’s understanding of rumor propagation patterns. Finally, the fine-tuning 
phase focuses on the hazard metrics task to improve the generalization energy. We compare with some existing vari-
ants of rumor detection methods, and experimental results demonstrate that RSK-T5 achieves the lowest MSE scores 
on three well-known rumor detection datasets. The ablative learning work demonstrates the effectiveness of RSK-T5’s 
knowledge of two rumor spreads.

Keywords Rumor hazard metric, Digital twins, Large language model, Rumor propagation, Rumor stance detection, 
Rumor sentiment analysis, Social network

Introduction
The popularity of the Internet and social media has made 
it easier to disseminate information. However, it has 
also led to the spread of rumors and false information. 
These rumors may have severe negative impacts on indi-
viduals and society. Therefore, there is an urgent need to 
strengthen research on social network rumors to imple-
ment effective intervention strategies [1–3]. A promis-
ing solution is a digital twin system for rumor detection 
in a cloud computing environment [4, 5]. It can be used 

to process large-scale rumor data in real-time, maintain 
model training and updating, ensure data security and 
privacy, and guarantee the ease of use and maintainabil-
ity of rumor detection models. The left half of Fig. 1 lists 
the flow of the rumor detection digital twin system for 
social networks in cloud computing, which mainly con-
tains the data, model, and application layers.

At the data and model level, current research involv-
ing rumors has mainly focused on the field of rumor 
detection to identify and filter rumors. Rumor detec-
tion tasks are mainly concerned with binary/trivial 
classification of a given information or message, i.e., 
determining whether it is a rumor or not [1]. However, 
this type of task does not give finer-grained categories 
of rumors with their modes of propagation and the 
harm that rumors can cause. The study of rumor harm 
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and propagation patterns can further quantify rumors’ 
impact, thus providing a basis for targeted interven-
tions by social network managers. We define the social 
network rumor hazard metrics task as follows: given a 
rumor in a social network, its potential harm to society 
and individuals is predicted by analyzing its propaga-
tion pattern.

Research on the harmfulness of rumors spans sev-
eral disciplines, such as psychology, law, and health 
care [6–9]. Nonetheless, evaluating the harm of 
rumors in these studies still focuses on determin-
ing the scope of a rumor’s impact and the degree of 
negative emotions it provokes on social networks. 
However, there still needs to be a sufficient num-
ber of dimensions that define the impact of rumors. 
As shown in the right half of the case in Fig.  1, after 
completing the data acquisition, User1 questioned the 
rumor information. User3 supported User1’s opin-
ion in the same tone, proving they did not believe the 
rumor. However, the sentiment polarity of their com-
ments and rumors was defined as negative, indicat-
ing that their sentiment were affected by the rumors. 
Rumor detection based on a single comment stance 
or sentiment information may lead to an incomplete 
grasp of rumor characteristics.

Meanwhile, in terms of public opinion analysis of the 
rumor detection digital twin system, automated rumor 
harm metrics studies still need to be improved to meet 
the real-time demand for harm prediction. Most stud-
ies wait until the rumor is completely finished spread-
ing before the harm of that rumor can be analyzed. The 
detection system inevitably contains many a posteriori 
features. Therefore, we need to start from the infor-
mation available in the short term, use the predicted 

a posteriori features as a jumping-off point, obtain the 
hazard annotation by calculating the historical data, 
and then train the end-to-end automatic prediction 
model.

This paper focuses on two main perspectives to over-
come the above data and modeling layer challenges. 
First, the rumor hazard metric task relies more on rumor 
propagation information than the rumor detection task. 
For example, many rumor detection tasks can achieve 
good results using only multimodal information such 
as rumor text [10, 11] or images [12, 13]. The measure 
of the harm of a rumor not only needs to consider the 
degree of falsity and malice of the rumor itself but also to 
investigate its widespread and the public opinion reac-
tion of the affected users in multiple dimensions. There-
fore, fine-grained knowledge of rumor dissemination 
is essential in this study. By comprehensively analyzing 
the stance and sentiment of users’ comments affected by 
rumors [14], we can better understand users’ attitudes 
toward rumors and the dynamics of rumor spreading 
in social networks [15]. This interactive knowledge of 
the extent of rumor propagation, stance, and sentiment 
helps us to construct richer and more effective feature 
representations that can improve the performance of 
harm metrics. Second, in this study, we perform haz-
ard metrics based on the Large Language Model (LLM) 
because the LLM has robust representation learning 
and transfer learning capabilities. Through pre-training 
and fine-tuning, LLM can effectively capture the com-
plex patterns and features in rumor propagation, thus 
improving the accuracy of the hazard metric.

This paper proposes a social network rumor hazard 
metric RSK-T5 (Rumor Stance and Sentiment Knowl-
edge based T5) based on Rumor Spreading Knowledge 

Fig. 1 The process of a digital twin system for social network rumor detection in the cloud with the problem addressed in this paper, using a set 
of real rumor propagation data (from the RumourEval dataset) as an example. The black arrows represent the direction of rumor propagation, 
while the red arrows indicate the direction of user stance and sentiment
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and Large Language Model (LLM). Precisely, we first 
extract the combined information of stance and senti-
ment of rumor comments from a large amount of social 
network data to capture critical features of the rumor-
spreading process. These features help the model to 
understand the real intention behind the comments 
more accurately. These two rumor propagation features 
were represented by two classification tasks: rumor 
comment stance detection and sentiment analysis. 
We then use this rumor propagation knowledge in the 
pre-training process of a large-scale language model 
to enable the model to understand better and analyze 
rumor propagation patterns. The fine-tuning phase 
then focuses on the hazard metrics task to improve the 
model’s generalization ability and relevance. By using 
RSK-T5, we can more effectively measure the harm of 
rumors in social networks and help digital twins under-
stand the impact of rumors in real-time, thus providing 
decision-makers with powerful data support and action 
guidelines.

The contributions of this paper can be summarized as 
follows:

(1) We propose a rumor harmfulness metric based on a 
large language model, which can meet the real-time 
demand for rumor harmfulness metrics in rumor 
detection digital twin systems. To our knowledge, 
this is the first automated method for detecting 
rumor hazard.

(2) We use a pre-training mechanism based on rumor 
comment stance and sentiment information, which 
can comprehensively consider the background 
knowledge of stance classification and sentiment 
analysis tasks, learn finer-grained knowledge of 
rumor propagation, and support downstream 
rumor hazard metrics tasks.

(3) Experimental results on three real-world datasets 
show that the method in this paper outperforms 
several existing variants of rumor detection meth-
ods. Ablation learning is proposed to prove the 
effectiveness of rumor propagation knowledge. We 
also analyze which granularity of rumor propaga-
tion knowledge would be helpful for the hazard 
metrics task.

Related work
There has been a great deal of research on rumor haz-
ards. This section presents three main areas relevant 
to this paper: quantitative research on rumor hazards, 
rumor comment stance detection and sentiment analy-
sis, and text-to-text large language modeling.

Rumor hazard metrics
In order to systematically examine the hazards of misin-
formation, Tran et al. [16] proposed a Conceptual Model 
for Mitigation of Misinformation Harms during Crises 
using activity theory. This framework enables interac-
tion between humans and machines and their respective 
loops. Their work presents for the first time the task of 
mitigating the harms of misinformation.

Greenspan et  al. [8]. investigated the consequences of 
misinformation dissemination during the Covid-19 epi-
demic. The authors claim that it affects people’s beliefs 
about the effects of the disease, preventive behaviors, 
and even their memories of their past experiences. Kost-
kova et al. [9] present a project called VAC Medi + Board, 
which aims to visualize the spread of rumors through 
social networks and assess key people’s impact. Finally, 
it measures the level of hesitation about vaccines. San-
dor [7] explores the impact of rumors on the interven-
tion logic and practice of the United Nations Multilateral 
Stabilization Mission in Mali (MINUSMA), which argues 
that rumors show an epistemological power that can 
have an intrinsic effect among the different actors of the 
conflict in Mali.

Wang et al. [17] investigated the damage of social net-
work rumors on trust and provided insights into trust 
building. Castillo et al. [18] determined the credibility of 
rumors by automatically categorizing rumors as credible 
and untrustworthy. This is the beginning of rumor detec-
tion research, which, on the other hand, supports the 
task of rumor harm detection.

Rumor hazard research spans across emerging technolo-
gies such as economic management [19], healthcare [9], 
international relations [7], physics [20], and human–com-
puter interaction [17] [8, 19]. However, there needs to be 
more automated rumor hazard metrics research to ensure 
real-time assessment and analysis of rumor hazards from 
an applied systems perspective. Moreover, there have been 
many successful applications of digital twin technology 
based on social network analysis [21, 22]. Harmfulness met-
rics based on the knowledge of rumor spreading in social 
networks can also provide a real-time monitoring and infor-
mation assessment mechanism for the digital twin system.

Rumor stance detection and sentiment analysis
Rumor stance detection
The task of rumor stance detection is to determine the 
user’s stance towards a rumor in rumor propagation, 
which can help to reveal the rumor propagation mecha-
nism and assess the impact of the rumor. Zubiaga et al. 
[23] investigated the performance of sequential classi-
fiers using social media conversational cues on the task 
of classifying rumor stance and tested four sequential 
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classifiers (Hawkes process, Linear Chain Conditional 
Random Fields, Tree Structured Conditional Random 
fields, and long and short-term memory networks) on 
eight datasets related to breaking news. The results show 
that sequential classifiers using local features outperform 
non-sequential classifiers and that LSTM with a simpli-
fied feature set performs best. [24] The authors propose 
a feature-rich stacked LSTM model with new F1 metrics 
by comparing features and architectures.

Regarding the interaction between rumor detection 
and stance detection, Ma et  al. [25] proposed a deep 
neural network-based multi-task learning framework to 
jointly process rumor detection and stance classification 
tasks to improve both performances. [26] delved into fea-
ture engineering for stance classification in social media 
rumor detection and screened out 18 salient features 
involving text content, user profiles, and dissemination 
status. A traditional logistic regression classifier using 
these 18 features achieved state-of-the-art performance 
on the RumorEval dataset.

Recently, it was found by researchers that sentiment 
features can provide support for rumor stances. [27] 
proposed a new method to predict users’ stance against 
rumors on Twitter by using conversation- and sentiment-
based features. Hardalov et  al. [28], on the other hand, 
conducted a cross-linguistic stance detection study using 
the pattern exploitation training (PET) method. An F1 
improvement of more than 6% relative to the baseline in 
a few-shot learning environment was achieved by intro-
ducing a new tag encoder and a sentiment-based stance 
data generation strategy.

Rumor sentiment analysis
There has been early research on sentiment in social 
media. Godbole et  al. [29] assigned positive or negative 
opinion scores to each entity in a text corpus through a 
sentiment recognition and sentiment aggregation scor-
ing phase. The importance of scoring techniques was 
evaluated on a large corpus of news and blogs. Pang 
et  al. [30] investigated techniques and approaches that 
directly support opinion-oriented information retrieval 
systems, focusing on the new challenges posed by sen-
timent-aware applications. The authors cover broader 
issues such as summarization of evaluative texts, privacy, 
manipulation, and economic impact.

In recent years, research on neural network-based sen-
timent analysis of neural networks has gradually become 
a research focus. Wang et al. [31] proposed a novel two-
tier cascaded gated recurrent unit (CGRU) model based 
on a sentiment lexicon and a two-step dynamic time-
series algorithm for detecting rumor events in online 
social networks. [32] proposed a novel three-stage pro-
cess to detect the stance of tweet authors, including 

preprocessing, feature generation, and classification. 
The innovative feature selection was achieved using two 
ranked lists based on word frequency-inverse document 
frequency (tf-idf ) scores and sentiment information. In 
the work on using rumor sentiment features to aid rumor 
detection, [33] proposed a multimodal dual sentiment 
feature for rumor detection, including published visual 
sentiment, published text sentiment, and social senti-
ment. Experimental results proved that image sentiment 
improved rumor detection efficiency. The proposed mul-
timodal dual sentiment feature can be used as a model 
plug-in to integrate with various rumor detection models 
to improve performance seamlessly. Hossain et  al. [34] 
proposed a framework for automatic sentiment recogni-
tion systems based on IoT, edge computing, and cloud 
computing to reduce the computational burden on the 
client and ensure the user’s privacy. Ghorban et  al. [35] 
addressed the issue of the high cost of sentiment analysis 
when dealing with large-scale data in cloud computing 
scenarios.

Summary
Although the research on stance detection and senti-
ment analysis of rumor comments provides excellent 
help to the rumor detection problem, there is no current 
research on modeling rumor conversations that inte-
grates consideration of comment stance and sentiment. 
As shown in the case of Fig.  1, a single coarse-grained 
rumor comment feature can lead to limited model 
functionality.

Text‑to‑text large language modeling
The pre-training mechanism provided by the Big Lan-
guage Model uses less training costs and allows for rapid 
deployment and immediate use [35, 36]. Large language 
models have become the focus of research on NLP tasks 
in recent years by demonstrating strong text comprehen-
sion and generation capabilities when dealing with NLP 
problems [37]. Raffel et  al. [38] explored the full spec-
trum of NLP transfer learning techniques by introduc-
ing a unified framework, T5, for converting all text-based 
language problems into text-to-text format. The authors’ 
study compares pre-training goals, architectures, unla-
beled datasets, migration methods, and other factors for 
dozens of language understanding tasks. This work gives 
the entire field of NLP pre-training models a general-
ized framework that translates all tasks into one form. Ni 
et al. [39] recently proposed the SENTENCE T5 model, 
wanting to explore the capabilities of T5 in text repre-
sentation. The authors found that the encoder output 
of hidden doing average pooling can have good results. 
Moreover, T5 can not only be used for NLU tasks as a 
whole, but the T5 encoder can also outperform BERT 
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and achieve good results in downstream tasks.Flan-T5 
[40] is the latest work from Google, giving the language 
model extreme generalization performance by fine-tun-
ing it on mega-scale tasks. Once again, researchers have 
advanced the performance level of instruction tuning.

The work in this paper can be viewed as an extension of 
the T5 model on the specific task of rumor hazard met-
rics. Based on the flexibility of the T5 model, we added 
two kinds of rumor-spreading knowledge: stance and 
sentiment. The generalization ability and performance of 
the model are improved.

Approach
In this section, we introduce our model for rumor haz-
ard metrics. As shown in Fig. 2, the rumor hazard metric 
problem consists of two subtasks: 1) a pre-training task 
based on the stance and sentiment knowledge of rumor 
comments, and 2) a rumor hazard metric task based on 
a fine-tuned regression model. We present the details of 
each component in the subsequent subsections.

Problem statement
Let the rumor dataset be D =

{

R1, R2, . . . , R|R|

}

 , Ri repre-
sents the i-th rumor and the comments surrounding it, 
Yh = Yh

1, Y
h
2, . . . , Y

h
|R|  and Yh

i ∈ R denotes the harm 
score of the rumor. Each Ri = {ri, c1, c2, ..., c|Ri|} , ci repre-
sents a comment. For a comment text c , it has the label 
Yc =

{

YSt
c , YSen

c

}

 . Where YSt
c ∈ YSt =

{

YSt
1 , YSt

2 , . . . , YSt
|Ri|

}

 
represents the stance label of c , which takes the values: 
support, deny, question, and simple comment (SDQC). 
YSen
c ∈ YSen =

{

YSen
1 , YSen

2 , . . . , YSen
|Ri|

}

 represents the sen-
timent label of c , taking the values: positive, negative, 
neutral.

We hypothesize that when a model can accurately dis-
tinguish between users’ stance and sentiment towards a 
rumor in a rumor comment and can accurately classify 
the two, it will have a more vital ability to identify the 
harmfulness of this rumor. This is because, at this point, 
the model can discover more fine-grained features of 
rumor propagation, which serves the same purpose as 
traditional manual feature extraction for rumors.

As presented in Sect. 1, our goal is to learn a model that 
has knowledge of the finer granularity of rumor propa-
gation. This includes stance knowledge and sentiment 
knowledge of rumor comments.

Let Dharm be the original rumor training set contain-
ing the rumor texts and their harm scores. Let Dknowl be 
the rumor comment training set, and Dharm and Dknowl 
be split from the dataset D . Our goal is to learn a model 
M makes:
Dpre denotes a large-scale pre-trained dataset, and θ1 

is a pre-trained model on Dpre . θ2 is a model trained on 
Dknowl , and θ1 determines its initialization parameters.

Model structure
T5 Model
T5 (Text-to-Text Transfer Transformer) is a pre-trained 
language model based on the Transformer architecture.
The core idea of the T5 model is to unify all natural lan-
guage processing tasks into a single text-to-text trans-
formation task. This approach allows the model to be 

(1)

arg max
M

log p
(

MDharm ,Dknowl ,Dpre

)

=

arg max
M

[

log p(MDharm , θ2)+ log p(θ2Dknowl , θ1)+ log p
(

θ1Dpre

)]

Fig. 2 Model structure
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pre-trained and finetuned on the rumor-hazard metric 
task, thus enabling end-to-end transfer learning.

The T5 model consists of an Encoder and a Decoder 
consisting of multiple Transformer layers, respectively. 
The Encoder is responsible for encoding the input text 
sequence into successive hidden states, and the Decoder 
generates the target text sequence based on the output of 
the Encoder. Each Transformer layer consists of a multi-
head self-attentive sublayer and a feed-forward neural 
network sublayer. These sublayers both contain residual 
connectivity and layer normalization.

In this paper, we are concerned with the semantic 
information of the input text rather than generating a 
new text sequence. Therefore, it is sufficient to use the 
encoder of the T5 model to extract the semantic informa-
tion of the text. Specifically, T5 encapsulates each Trans-
former layer as a block, and then superimposes multiple 
blocks to form the encoder.

Pre‑training based on rumor comment knowledge
The purpose of model θ2 is to make full use of the knowl-
edge of the T5 model and learn features related to the 
two classification tasks based on it. Namely, solving 
arg maxθ2 log p(θ2Dknowl , θ1) . We first obtain a model 
for the rumor comment stance detection and sentiment 
analysis tasks by finetuning based on the T5 pre-training 
model. For a rumor ri , the category of its comment cij is:

For the comment stance detection task and the com-
ment sentiment analysis task, we define two linear classifi-
cation functions f1 : RD → RK1 , f2 : RD → RK2 , which are 
mappings of comment embedding vectors to classification 
category scores. Where K1 = 4 , represents the four SDQC 
stance categories; K2 = 3 , represents the three PNC senti-
ment categories. Where each of f (xi,W , b) = Wxi + b.

Rumor hazard metric task finetuning

Rumor hazard metric task finetuning
Next, we use this classification model as a pre-trained 
model and finetune it again for the regression task. That 
is, solving the arg max

M

log p(MDharm , θ2).

Based on model θ2 , the harm score of a rumor ri can be 
expressed as:

(2)
pk = T5

(

s, t1:k−1

)

= Softmax
(

Dense
(

Dec
(

Enc(s), t1:k−1

)))

(3)
∧
y
ij
= f (Dropout(Enc(cij , ri)))

(4)
∧
y
i
= f (Dropout(Enc(Embed(ri, �2))))

�2 is a parameter learned by model θ2 on the data Dknowl . 
�2 represents rumor ri ’s comment stance and knowledge 
information. The structure of the finetuned model is the 
same as Eq. (3), as a linear scoring function, f3 : RD → RK3 , 
and K3 = 1 . In this way, our regression model can inherit 
rumor propagation knowledge from the classification 
model, improving the regression task’s performance.

Model details
The input comment text c or rumor text r is first tagged 
as word fragments: c = {c1, c2, ..., cm} , r = {r1, r2, ..., rn} . 
Then, we input the token sequence into the word embed-
ding layer Embed() to obtain the input embedding Xc 
or Xr . The encoder is based on the T5 structure, and its 
Transformer block can be represented as a combination 
of multi-head attention and feed-forward neural network. 
Our encoder uses a multi-head self-attention mechanism 
to capture information for each Transformer block’s upper 
input layer Hk−1 . For comment information, Att is used 
to capture semantic features specific to rumor stance and 
sentiment; for rumor information, it is used to capture 
stance and sentiment knowledge related to rumor harm.

where Norm() denotes layer normalization. Then, H′
k is 

input FNN () to get the feature representation of the cur-
rent Transformer block:

Finally, the output of the encoder passes through the 
Dropout layer and the Linear layer f  to obtain the knowl-
edge classification result or rumor hazard score 

∧
y.

Training
To investigate the effect of rumor comment data, we 
explored two stages of training: first, training on the 
rumor comment stance detection task and the sentiment 
analysis task; then finetuning the model using manually 
annotated labels of the original rumor hazard scores.

Specifically, for the input x output y , The two pre-train-
ing tasks loss:

where pij is the predicted probability that the observed 
sample i belongs to the category j , yStij 、ySenij  is the sign 
function, �1、�2 is the L2 regularization parameter, and 
θ2 is the set of parameters of the pre-trained model.

(5)H′
k = Att

(

Norm
(

Hk−1

))

+Hk−1

(6)Hk = FNN
(

Norm
(

H′
k

))

+H′
k

(7)

L(θ2)
St = −

1

n

n
∑

i=1

4
∑

j=1

yStij log pij +
�1

2
||θ2

2

L(θ2)
Sen = −

1

n

n
∑

i=1

3
∑

j=1

ySenij log pij +
�2

2
||θ2

2
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The total loss optimized by the model for learning 
rumor comment knowledge is L(θ2) = L(θ2)

Sen + L(θ2)
St.

In the finetune phase of the task for the rumor hazard 
metric, the loss of the task can be expressed as:

Automatic harmfulness labeling
Due to the unavoidable subjectivity and lack of scalability 
of manual hazard labels, we first pre-label the data using 
an automated rule-based annotation method. Inspired by 
previous work [41–43], our annotation method focuses 
on three metrics: sentiment, identity, and the degree of 
rumor harm and organization.

We propose a rumor sentimentality Rc to reflect the 
intensity of negative emotions triggered by rumors. 
Rumor approval Rr is proposed to reflect the support 
level from other users for this rumor. The formula is 
shown in Eq. (9), where Cn and Cp represents the negative 
and positive ratings of the rumor and, Ss、Sd、Sq rep-
resents the number of comments supporting, opposing, 
and questioning the rumor.

The next indicator Ro to be considered is the degree of 
organization of the rumor. The above study first calcu-
lates the distribution of the number of people obtained 
from the participating users sorted by the number of 
retweets. Then it calculates the skewness to see whether 
the rumor is widely spread.

(8)L(M) =
1

m

m
∑

i=1

(yi −
∧
yi)

2

(9)

Rc =

∑

U

wu × Cn

∑

U

wu × Cn +
∑

U

wu × Cp

Rr =

∑

U

ws × Ss

∑

U

ws × Ss +
∑

U

wd × Sd +
∑

U

wq × Sq

(10)Ro =
Skew (UFR)− Skew

(

UFNR
)

Skew (UFR)

Finally, the harm of this rumor is recorded as: 
H = Norm(Rf + Ro + Rc + Rr)

Experiments
Data collection
Our experiments were conducted on two datasets con-
taining the original rumor text and several comments 
against it. Rumor tags and comment stances are tagged 
into the data. The details of the datasets are in Table 1. 
One of them, PHEME, is a classical rumor and stance 
detection dataset containing 297 original rumors with 
4589 comments surrounding it. It should be noted that 
the PHEME dataset’s original rumor comments are 
labeled as agreed, disagreed, comment, and appeal-
for-more-information. For ease of representation, we 
denote it uniformly with the RumourEval dataset as 
sdqc. rumourEval is a dataset from the dataset from 
Semeval-2019 on the text classification task of rumors. 
The classification task contains rumor classification 
and rumor stance classification. The RumourEval data-
set contains 446 rumors and 7995 comments from 
Twitter and Reddit. Since the Reddit dataset is small, 
we combine the two in our experiments. The FNC 
dataset [25] is released by the 2017 Fake News Chal-
lenge on news articles and its comments. Among them, 
comment tags include: agrees, disagrees, discussions 
and unrelated.

After pre-labeling using the method in Sect.  3.4 for 
rumor harm labels, we collected corrected harm scores 
from 10 volunteers. We took the average of the ten 
scores as the harm score of this comment. We use the 
vaderSentiment method [44] for the sentiment classi-
fication label to obtain the results of one of the three 
classifications.

Since the FNC data set is relatively large, we use a 
mixture of manual and automatic annotation to add 
labels to it. The a priori rules are as follows:

Table 1 Statistics of the datasets

Dataset Comment Stance Comment Sentiment Source Rumor

PHEME Support Deny Query Comment Positive Negative Neural Rumor Non-rumor

683 371 398 3137 .239 297 4053 297 0

RumourEval Support Deny Query Comment Positive Negative Neural True False Unverified

821 546 553 6075 .409 455 7131 185 138 123

FNC agree disagree discuss unrelated Positive Negative Neural Fake news

5581 1537 13,373 54,894 133 2744 72,508 2559
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Prior knowledge of data annotation

1 When the comment stance is comment, support, or the comment sen-
timent has the same polarity as the original rumor, it can be understood 
as supporting the spread of the rumor. The more such tags, the greater 
the harm of the rumor

2 When the comment stance is deny and query, or the comment senti-
ment is of a different polarity than the original rumor, it means there 
is a rumor refuting information. The more such tags, the less harmful 
the rumor is

3 The depth and breadth of the rumor propagation tree and the total 
number of replies can reflect the degree of spread of the rumor. The 
degree of spread of the rumor is positively related to the degree of harm 
of the rumor

4 The greater the number of followers and friends of a user who partici-
pates in the rumor, the more significant his contribution to the spread 
of the rumor. Its commentary stance and sentiment are more important 
than those of ordinary users

5 The original post with the rumor label true rumor or non-rumor is, 
by default, less harmful than rumor

Experimental setup
The version of T5 we use is the Flan-T5-Large model 
(780 M parameters). Flan-T5 is a T5 model with a more 
robust generalization performance obtained by a multi-
tasking fine-tuning scheme (Flan). In order to test the 
performance of the model, we compared the method of 
this paper with several baselines. Since no current work 
on rumor hazard metrics exists, our comparison method 
contains some deep-learning prototype algorithms or 
variations of current rumor detection methods. Baseline 
specifically includes:

(1) a Bert-LSTM-based approach: This is a variant 
of the [45] approach. We use the BERT model for 
pre-training on rumor comment data. The Bert 
model is frozen in the rumor hazard metric stage 
so that it only generates comment expressions, 
and then the LSTM model is used to obtain the 
hazard score.

(2) Bert-based approach: The Bert model has the same 
encoder-only structure as the text-based approach. 
However, the T5 model has no CLS token at the 
beginning of each sentence, and the pre-training 
phase is a "generative pre-training task."

(3) BERT-TextCNN2:. A variant of the rumor detec-
tion method [46]. The model structure is similar 
to BERT-LSTM, and we use a convolutional neural 
network model as a regression task for the rumor 
hazard metric.

(4) ablation experimental model: We also constructed 
several model variants for ablation analysis, including 
RSK-T5-Base、RSK-T5-sentiment、RSK-T5-stance.

In the pre-training phase of extracting rumor comment 
knowledge, we used accuracy, precision, recall, and F1 
scores to evaluate the classification results of rumor com-
ment stance detection and sentiment analysis. These clas-
sification results are used to see if the model has enough 
information about the impact of rumors. As with the loss 
function, we use the mean square error (MSE) to meas-
ure the model’s performance in predicting rumor harm.

Table 2 Experimental results on the PHEME dataset

MSE Stance‑F1 Stance‑
Accuracy

Stance‑
Precision

Stance‑Recall Sentiment‑F1 Sentiment‑
Accuracy

Sentiment‑
Precision

Sentiment‑
Recall

BERT-LSTM 0.117 0.338 0.679 0.378 0.438 0.66 0.894 0.626 0.707

BERT-TextCNN 0.129 0.466 0.684 0.447 0.514 0.693 0.91 0.646 0.765

BERTft 0.113 0.471 0.653 0.451 0.516 0.789 0.935 0.737 0.865

RSK-T5 0.105 0.481 0.656 0.465 0.503 0.81 0.939 0.775 0.853

Table 3 Experimental results on the RumourEval dataset

MSE Stance‑F1 Stance‑
Accuracy

Stance‑
Precision

Stance‑Recall Sentiment‑F1 Sentiment‑
Accuracy

Sentiment‑
Precision

Sentiment‑
Recall

BERT-LSTM 0.121 0.48 0.777 0.453 0.555 0.67 0.902 0.654 0.692

BERT-TextCNN 0.154 0.456 0.791 0.423 0.624 0.636 0.911 0.56 0.824

BERTft 0.101 0.518 0.765 0.51 0.534 0.757 0.93 0.728 0.934

RSK-T5 0.069 0.56 0.766 0.577 0.549 0.75 0.928 0.717 0.792
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Results of the experiments
Main experiment
Tables 2, 3 and 4 show the results of our experiments on 
the two datasets. Among them, the F1, accuracy, preci-
sion, and recall of rumor comment stance detection and 
sentiment analysis are obtained in the pre-training phase. 
And MSE is obtained by fine-tuning in the rumor hazard 
metric task. The experiments and analysis can be sum-
marized as follows:

(1) The RSK-T5 model achieved the best MSE scores in 
both datasets, which proves the effectiveness of the 
method in this paper.

(2) The  BERTft model based on pre-training and fine-
tuning of rumor propagation knowledge also 
achieved a lower MSE score, which was only 7.62%, 
46.3% and 27.9% higher than the RSK-T5 model on 
the three datasets. This indicates that the fine-tuned 
model has a better adaptation to the rumor hazard 
metric task.

(3) The models BERT-LSTM and BERT-TextCNN con-
structed by freezing BERT after pre-training dem-
onstrated higher MSE scores, which are on average 
33.3% and 72.2% higher than the RSK-T5 model in 
the three datasets. This indicates that the regres-
sion models based on LSTM and TextCNN cannot 
make better use of rumor propagation knowledge. 
The experimental results also prove the importance 
of fine-tuning.

(4) Interestingly, our approach does not achieve the 
best performance on rumor comment stance clas-
sification or sentiment analysis alone. For example, 
the accuracy of BERT-TextCNN model for stance 
categorization on both datasets is higher than that 
of RSK-T5 method by 4.27% and 3.26%, respec-
tively, and so on. These results indicate that the 
RSK-T5 model is a comprehensive consideration 
of the background knowledge of the two types of 
tasks, and ultimately aims to improve the perfor-
mance of the rumor hazard metric.

(5) In particular, the  BERTft model achieved the best of 
all metrics on the rumor comment sentiment anal-
ysis task for the RumourEval dataset, yet the MSE 

score was higher than the RSK-T5 model by 46.37%. 
This proves that a single comment sentiment analy-
sis task cannot provide sufficient support for the 
rumor analysis task.

(6) An exception is that in the FNC dataset, the BERTft 
model achieved the worst rumor review stance 
detection and sentiment analysis performance. 
However, the MSE score of the BERTft model is 
still 25% lower than the BERT-TextCNN model. 
At the same time, although the RSK-T5 model 
achieved nearly 100% classification performance 
in the two tasks, its hazard measurement perfor-
mance improvement was limited. These results sug-
gest some gaps between the rumor hazard labels 
we constructed on the FNC dataset and their rich 
propagation characteristics.

Does knowledge of rumor comments help measure rumor 
harm?
In the previous subsection, we demonstrated the excel-
lent performance of the RSK-T5 method in measur-
ing rumor hazard, and we will investigate the role of 
rumor comment knowledge on rumor hazard. As shown 
in Fig.  3, we compare the performance of all the meth-
ods with and without rumor comment knowledge on 
both datasets. There is a substantial decrease in the 
MSE scores of the models when they use rumor com-
ment knowledge. This again proves that rumor comment 
knowledge is additive to the performance of measuring 
rumor hazard.

A more specific example is on the RumourEval data-
set, where BERT-LSTM has a minor boost using rumor 
comment knowledge. This may be because the sentence 
length of rumor comments in the RumourEval dataset 
is significantly higher than in the PHEME dataset. Com-
pared to the  BERTft and RSK-T5 models, BERT-LSTM is 
still not strong enough to deal with dependencies span-
ning a wide range of text sequences. Nevertheless, the 
performance of BERT-LSTM,  BERTft, and RSK-T5 meth-
ods without using rumor comment knowledge is still bet-
ter than that of BERT-TextCNN, which also indicates that 

Table 4 Experimental results on the FNC dataset

MSE Stance‑F1 Stance‑
Accuracy

Stance‑
Precision

Stance‑Recall Sentiment‑F1 Sentiment‑
Accuracy

Sentiment‑
Precision

Sentiment‑
Recall

BERT-LSTM 0.069 0.762 0.944 0.749 0.802 0.669 0.985 0.661 0.917

BERT-TextCNN 0.104 0.866 0.976 0.854 0.884 0.999 0.999 1.0 0.999

BERTft 0.078 0.209 0.721 0.25 0.18 0.327 0.963 0.333 0.321

RSK-T5 0.061 0.987 0.996 0.986 0.987 1.0 1.0 1.0 1.0
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choosing a good regressor is crucial in measuring rumor 
hazards, in addition to making use of rumor comment 
knowledge.

The results of the  BERTft model and the BERT-
TextCNN model on the FNC dataset show that their 
performance decreases as they acquire more propagated 
knowledge. This may be because the FNC data set com-
prises extensive articles containing fake news rather than 
short message texts. Therefore, compared to the other 
two models, BERT-LSTM can be better utilized in the 
pre-training phase to learn more information about the 
structure of the language using the BERT model. On the 
other hand, this may mean some noise in the data in the 
pre-training stage of the FNC data set, which leads to a 
decrease in the performance of the  BERTft model and the 
BERT-TextCNN model.

How much rumor comment knowledge is needed?
We will further explore what types of rumor comment 
knowledge critically impact the performance of the mod-
el’s hazard measure. We classify different types of rumor 
comments in three dimensions: the depth of the com-
ment, the breadth of the comment, and the text length 
of the comment itself. We then validate the model’s dem-
onstrated rumor hazard metric performance across all 
comments.

Our three rumor delineation criteria work as follows: 
rumor comment depth reflects the distance a message 
has traveled in the social network, i.e., the maximum 
number of retweets a message has gone through from the 
initial poster to the farthest receiver. Comment breadth 
reflects how far the message has spread in the social net-
work, i.e., the maximum number of users the message 
can reach at a given propagation level. The number of 
words in a rumor comment, on the other hand, reflects 
the amount of information in the text.

Table  5 demonstrates the rumor hazard results 
obtained from the RSK-T5 model pre-trained using the 
full rumor propagation knowledge and fine-tuned at dif-
ferent rumor propagation scales. The RSK-T5 model 
significantly exhibits the best MSE scores for rumor com-
ment depth greater than 3 and breadth greater than 12. 
A greater depth may imply that the rumor can spread 
and influence more remarkably. A greater breadth may 
indicate that the rumor has a higher spreading speed and 
coverage at a particular dissemination stage. Thus, this 
result suggests that the harm of a rumor is easier to meas-
ure when the rumor spreads more widely. However, when 
the number of comment words is greater than 12, the 
MSE score of our model increases by 79.2% on PHEME, 
decreases by 18% on RumourEval, and remained basically 
unchanged on the FNC dataset. This suggests that the 
rumor comment word count size does not clearly affect 
the rumor hazard metric task on the pre-trained model 
based on the full rumor propagation knowledge. This is 
because, in social networks, users are more accustomed 
to using short texts. Having longer text for comment 
information does not mean having more information.

In order to further explore the ability of the model 
to process a single type of data, we used the method of 
pre-training and fine-tuning in a single class of data, and 
the experimental results are shown in Tables 6, 7 and 8. 
The results and analysis can be summarized as follows:

Fig. 3 Performance comparison of four models with/without rumor spreading knowledge

Table 5 RSK-T5 model performance under different scenarios 
(MSE)

Dataset
Condition

PHEME RumourEval FNC

Depth ≤ 3 0.168 0.131 —

Depth > 3 0.078 0.105 —

Width ≤ 12 0.132 0.171 0.08

Width > 12 0.099 0.122 0.039

Number of words ≤ 12 0.077 0.167 0.041

Number of words > 12 0.138 0.137 0.04
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(1) The model’s performance is similar in the case of 
different comment depths and breadths on the 
PHEME and RumourEval datasets. This indicates 
that when only one type of rumor exists in the social 
network, the model’s ability to use its knowledge 
decreases. Disseminating knowledge of a broader 
range of rumors also fails to produce a significant 
performance gain for the hazard metrics task.

(2) A remarkable phenomenon is that the model 
obtains the highest F1 score, accuracy, precision, 
and recall on the sentiment analysis task when pro-
cessing data with a comment depth greater than 3 
and a breadth greater than 12. This suggests that 

users tended to exhibit more explicit sentiment 
polarity as comments around rumors unfolded. 
This phenomenon did not occur in the rumor com-
ment stance detection task. User stance is often 
more difficult to confirm because as rumor partici-
pation in user conversations unfolds, the focus of 
user comments may shift from the rumor itself to 
some topic of greater interest to the user. Therefore, 
more information (e.g., where the user comments 
point) is needed to detect stance.

(3) In the rumor review data with different numbers of 
words, no clear pattern indicates the model’s per-
formance on the pre-trained stance detection, sen-

Table 6 Experimental results of the PHEME dataset under various rumor propagation scenarios

MSE Stance‑F1 Stance‑
Accuracy

Stance‑
Precision

Stance‑Recall Sentiment‑F1 Sentiment‑
Accuracy

Sentiment‑
Precision

Sentiment‑
Recall

Depth ≤ 3 0.179 0.479 0.651 0.484 0.544 0.666 0.89 0.602 0.815

Depth > 3 0.146 0.4 0.602 0.411 0.411 0.75 0.947 0.733 0.772

Width ≤ 12 0.111 0.436 0.617 0.426 0.611 0.591 0.872 0.568 0.777

Width > 12 0.122 0.501 0.675 0.478 0.545 0.736 0.931 0.692 0.815

Words 
Num ≤ 12

0.064 0.461 0.659 0.461 0.465 0.714 0.898 0.68 0.766

Words 
Num > 12

1.57 0.493 0.665 0.465 0.544 0.764 0.947 0.722 0.839

Table 7 Experimental results of the RumourEval dataset under various rumor propagation scenarios

MSE Stance‑F1 Stance‑
Accuracy

Stance‑
Precision

Stance‑Recall Sentiment‑F1 Sentiment‑
Accuracy

Sentiment‑
Precision

Sentiment‑
Recall

Depth ≤ 3 0.158 0.61 0.753 0.583 0.647 0.802 0.923 0.771 0.843

Depth > 3 0.125 0.51 0.752 0.522 0.499 0.748 0.942 0.736 0.766

Width ≤ 12 0.139 0.573 0.693 0.56 0.595 0.714 0.907 0.707 0.725

Width > 12 0.13 0.528 0.7621 0.517 0.546 0.754 0.931 0.713 0.809

Words 
Num ≤ 12

0.097 0.554 0.703 0.55 0.562 0.783 0.922 0.801 0.766

Words 
Num > 12

0.102 0.458 0.767 0.455 0.465 0.703 0.952 0.666 0.756

Table 8 Experimental results of the FNC dataset under various rumor propagation scenarios

MSE Stance‑F1 Stance‑
Accuracy

Stance‑
Precision

Stance‑Recall Sentiment‑F1 Sentiment‑
Accuracy

Sentiment‑
Precision

Sentiment‑
Recall

Width ≤ 12 0.069 0.936 0.959 0.925 0.948 0.63 0.991 0.99 0.625

Width > 12 0.069 0.988 0.997 0.988 0.989 1.0 1.0 1.0 1.0

Words 
Num ≤ 12

0.069 0.986 0.996 0.986 0.986 0.999 0.999 1.0 0.999

Words 
Num > 12

0.036 0.979 0.993 0.979 0.979 1.0 1.0 1.0 1.0
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timent analysis tasks, and fine-tuned rumor harm-
fulness measurement tasks. Specifically, when the 
RSK-T5 model processes the number of comment 
words in the PHEME data set is less than or equal 
to 12, the MSE performance is 145.3% higher than 
when the number of comment words is greater 
than 12. However, the stance detection and senti-
ment analysis performance needs to catch up. The 
performance on the FNC data set is exactly the 
opposite. The performance of the RSK-T5 model 
under different numbers of comment words on 
RumourEval is basically the same. This again vali-
dates our conclusions in Table 4 about the number 
of words in social network comments.

Ablation experiments
In order to investigate the effect of each module in the 
RSK-T5 model on the model performance, ablation 
analysis was proposed. As shown in Fig.  4, RSK-T5-
Base, without any rumor communication knowledge 
background, achieved the highest MSE score. Secondly, 
the RSK-T5-sentiment method using only rumor com-
ment sentiment knowledge demonstrated the best 
stance detection performance in both datasets. How-
ever, the MSE scores of the RSK-T5-sentiment are 
7.6%, 44.9% and 24.6% higher than those of the RSK-T5 
model, respectively. This phenomenon suggests that 
the sentiment knowledge of rumor comments alone 
cannot contribute much to the rumor hazard metric. 

Fig. 4 Ablation study of model components on four datasets
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Secondly, the RSK-T5-stance method using only com-
ment stance knowledge performs poorly in the PHEME 
and RumourEval datasets (MSE scores are 1.8% and 6% 
higher than RSK-T5-sentiment), and its rumor comment 
stance detection performance is lower than RSK-T5. This 
proves the complexity of rumor comment stance detec-
tion, which needs to synthesize more semantic informa-
tion (not limited to sentiment knowledge) to achieve 
good results. Again, on the FNC dataset, all three models 
achieved very high stance detection and sentiment analy-
sis accuracy. However, RSK-T5 can still utilize more com-
plete knowledge of rumor propagation and achieve the 
lowest MSE score. Finally, the RSK-T5 model achieved 
the best MSE scores on both datasets, which proves the 
effectiveness of RSK-T5’s rumor propagation knowledge.

Conclusions and future work
The popularity of the Internet and social media has led to a 
growing problem of rumor and disinformation dissemina-
tion. Rumor detection digital twins can effectively identify 
and assess rumors for social network platforms. However, 
current systems and research mainly focus on identifying 
rumors, and more work is needed for sufficiently large 
granularity to be done in assessing rumors in online social 
networks. To our knowledge, there has been little research 
on automated rumor hazard metrics. On the other hand, 
there has been much work on assisting rumor detection 
based on the stance and sentiment of user comments in 
rumor propagation. However, current methods are based 
on a single task of disseminating information at a coarse-
grained level and do not take into account the interaction 
of stance and sentiment knowledge.

In this paper, we propose an automated rumor haz-
ard metric RSK-T5 based on rumor propagation knowl-
edge and a large language model from the data and 
model perspectives of a rumor detection digital twin 
system. The RSK-T5 model integrally considers the 
background knowledge of the stance categorization 
and sentiment analysis tasks, intending to improve the 
performance of the rumor hazard metric. The experi-
mental results show that RSK-T5 outperforms exist-
ing rumor detection methods by an average of 26.7% 
on the three datasets regarding rumor hazard metrics. 
The experiments further validate that rumor comment 
knowledge enhances the performance of measuring 
rumor harm. We also explored the impact of different 
depths of propagation, breadth, and number of com-
ment words on model performance and evaluated the 
effectiveness of rumor propagation knowledge at vari-
ous granularities.

However, some things could be improved in our 
work. As a data-driven task, the granularity of propa-
gation knowledge on which our harms are based still 

needs to be improved. Therefore, future work can col-
lect more data after rumor propagation to see how 
rumors affect users’ behaviors and decisions. In addi-
tion, in our future work, we will build the rumor haz-
ard metric model into the rumor detection system and 
use cloud resources for real-time rumor detection and 
hazard metrics. Namely, we will develop the digital 
twin system application layer for social network rumor 
detection in cloud computing.
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