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Abstract 

In the upcoming era of 6G, the accelerated development of the Internet of Everything and high-speed communica-
tion is poised to provide people with an efficient and intelligent life experience. However, the exponential growth 
in data traffic is expected to pose substantial task processing challenges. Relying solely on the computational 
resources of individual devices may struggle to meet the demand for low latency. Additionally, the lack of trust 
between different devices poses a limitation to the development of 6G networks. In response to this issue, this study 
proposes a blockchain-based 6G task offloading and collaborative computational resource allocation (CERMTOB) 
algorithm. The proposed first designs a blockchain-based 6G cloud-network-edge collaborative task offloading 
model. It incorporates a blockchain network on the edge layer to improve trust between terminals and blockchain 
nodes. Subsequently, the optimization objective is established to minimize the total latency of offloading, computa-
tion, and blockchain consensus. The optimal offloading scheme is determined using the wolf fish collaborative search 
algorithm(WF-CSA) to minimize the total delay. Simulation results show that the WF-CSA algorithm significantly 
reduces the total delay by up to 42.58% compared to the fish swarm algorithm, wolf pack algorithm and binary 
particle swarm optimisation algorithm. Furthermore, the introduction of blockchain to the cloud-side-end offloading 
system improves the communication success rate by a maximum of 14.93% compared to the blockchain-free system.

Keywords Blockchain, Resource allocation, Cloud-side and end-side collaborative offloading, 6G

Introduction
With the ongoing advancements in communication 
technology and science, the sixth generation (6G) of 
mobile communication technology has emerged as a 
forefront technology, poised to interconnect every-
thing in the future [1–3]. 6G networks are anticipated to 
enable unprecedented mobile broadband speeds, low-
latency communications, and massive terminal connec-
tivity. This positions 6G as a catalyst for technological 
developments in various fields, including autonomous 
driving, smart cities, virtual reality, and automated indus-
tries  [4–6]. However, the huge resource requirements 
associated with handling large-scale networked devices, 
real-time applications, and high-speed data transfers pre-
sent significant obstacles to the rational allocation and 
efficient use of resources. In this case, traditional resource 
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allocation methods may face the challenge of high trans-
mission latency. Thus the urgent need to reduce latency 
by improving resource utilisation efficiency and enabling 
flexible offloading in 6G networks has become apparent. 
Addressing these core issues has become a key research 
direction in the field of 6G resource allocation [7–10].

Researchers and scholars have conducted extensive 
research in the field of 6G computing resource alloca-
tion. Prathiba et al.  [11] proposed a resource management 
algorithm, aiming to offload and manage resources with 
low latency. This algorithm uses a stochastic network algo-
rithm to calculate the upper limit latency of heterogene-
ous communication systems and determine the probability 
associated with the offloading mechanism. Computational 
tasks are then offloaded to the optimal network based on 
the detected probability values. Lin et  al.  [12] designed a 
6G large-scale IoT architecture that facilitates dynamic 
resource allocation and introduced a resource allocation 
algorithm based on artificial intelligence. They have addi-
tionally devised a dynamic nested neural network aimed at 
facilitating online adaptation of the learning model struc-
ture to effectively address the evolving demands of dynamic 
resource allocation. Qin et  al.  [13] introduced a novel 6G 
resource allocation framework centered around air-heaven-
airspace integration. They addressed the intricate issue 
of triple matching among equipment, content sources, 
and users within air-heaven-airspace integrated networks 
through content-centric and client-focused resource alloca-
tion techniques. Goudarzi et al.  [14] introduced a compu-
tational resource allocation model designed to address the 
joint optimization challenge of queue-based computational 
offloading and adaptive computational resource alloca-
tion. This method prioritizes maintaining task computation 
latency for all ground mobile node (MNs) over a defined 
time frame. Simultaneously meeting the task computation 
constraints, it seeks to maximize the overall reachability 
of MNs while minimizing energy consumption for both 
UAVs and MNs. Gong et  al.  [15] proposed an innovative 
framework in the field of communication, employing deep 
reinforcement learning (DRL) to facilitate task offloading 
decomposition. Meanwhile the task offloading and resource 
allocation processes are optimized collaboratively through 
the Isotonic Action Generation Technique (IAGT) and the 
dynamic update strategy. Qi et  al.  [16] employs network 
duals as central controllers in combination with crowd-
sourcing techniques to incentivize mobile users to adhere to 
predefined paths for sharing network resources. The crea-
tion of these paths is depicted as an optimization problem 
in user recruitment with cost constraints. Initially, the study 
focuses on a scenario where only one mobile user offers 
network resources, presenting a pseudo-polynomial time 
algorithm. Subsequently, for the more intricate scenario 
involving multiple mobile users, a solution based on graph 

partitioning is proposed. Lastly, the study delves into deter-
mining the minimum expected budget needed to maximize 
utility within the ideal model. However, these studies men-
tioned above do not address the trust issues resulting from 
massive user access, where the data being transmitted may 
be at risk of being eavesdropped, leaked, or falsified. There-
fore, ensuring secure, trustworthy, and efficient collabora-
tion in 6G resource allocation and computational offloading 
has become a key issue that needs urgent attention [17, 18].

Blockchain plays a significant role in achieving security 
and trustworthiness in resource allocation. As a distributed 
shared ledger, its tamper-proof, open, and transparent, 
and decentralized features can effectively ensure the estab-
lishment of trust, protect the privacy of information, and 
achieve reliable authentication of devices  [19–21]. In the 
6G communication environment, the integration of block-
chain technology with resource allocation offers important 
advantages. Blockchain can effectively store the computa-
tional tasks triggered by resource allocation as transaction 
information in the block. This transaction information is 
used to generate the Merkle root through a hashing algo-
rithm, while the block’s Pre_hash is calculated from the 
Merkle root, timestamps, random numbers, and other 
information. Blockchain ensures the data integrity of each 
block by connecting the blocks to form a chain structure 
through Pre_hash [22, 23]. Meanwhile, blockchain ensures 
the legitimacy of end devices’ identity and trustworthiness 
through a consensus mechanism, effectively reducing the 
threat of unauthorized devices. The consensus mechanism 
verifies and ensures the legitimate identity of end devices 
through the consistent cognition of nodes in the network, 
guards against unauthorized devices entering the system, 
and enhances the overall trustworthiness of the resource 
allocation process [24–26]. Therefore, realizing the efficient 
combination of blockchain and 6G resource allocation has 
become a major hotspot in current research.

Additionally, both domestic and international research 
on blockchain-based 6G resource allocation has yielded 
some results. Yao et al. [27] proposed a blockchain-enabled 
cloud-edge device (BC-CED) offloading scheme for com-
putational collaboration tasks. These scheme addresses 
the offloading problem through reinforcement learn-
ing and incorporates an incentive mechanism to ensure 
the honesty of the device. Okegbile et al. [28] investigated 
collaborative data sharing schemes aimed at facilitating 
collaboration among multiple data providers and users 
through the integration of blockchain and cloud-edge 
computing. The results showed that system performance 
analysis contributes to the effective deployment of a data 
sharing system. Li et al. [29] constructed a cloud-side-end 
collaborative resource allocation framework, addressing 
the system energy consumption and delay minimization 
problem. They obtained the optimal policy using collective 
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reinforcement learning (CRL) by co-optimizing the off-
loading policies, group intervals, and transmission power. 
Feng et  al.  [30] introduced a blockchain-enabled mobile 
edge computing resource allocation framework aimed at 
enhancing computation rates and boosting transaction 
throughput. This framework achieves its goals by concur-
rently optimizing offloading policies, power allocation, 
block size, and block interval. Jain et al  [31] introduced a 
novel approach for resource allocation in IoE environments 
and 6G networks utilizing blockchain technology. They 
devised a quasi-opposite search and rescue optimization 
(QO-SRO) algorithm aimed at enhancing the efficiency of 
resource allocation processes. Although the above litera-
ture has yielded promising results in the research area, it 
has not considered the problem of collaborative offloading 
of computational tasks to other base stations for process-
ing, nor has it considered the problem of communication 
interference in practical scenarios, as highlighted in Table 1.

To address these key issues, this study not only extends 
the offloading range of computational tasks to achieve 
collaborative task processing among multiple base sta-
tions, but also considers the communication interference 
problem. Through these comprehensive considerations, 
the overall resource utilisation of the system is improved, 
and the authenticity and reliability of the system evalua-
tion is enhanced in a way that is closer to the actual com-
munication environment.

The primary contributions of this study are outlined as 
follows: 

1. Designing a blockchain-based collaborative task off-
loading model for 6G cloud network edges and ends, 
comprising multiple edge computing servers, com-
munication base stations, user terminals, and a cloud 
server. Simultaneously, each communication base 
station and MEC server is regarded as a blockchain 
node, forming a blockchain system. A blockchain 
network layer is added to the cloud-side-end cooper-
ative offloading, enabling the offloading of computa-
tional tasks to other base stations with available com-
putational resources for collaborative computation. 

The model also selects the most trustworthy D nodes 
for consensus by calculating the trust value of end 
devices to blockchain nodes. This approach ensures 
sufficient computational resources, reduces task pro-
cessing time, and greatly enhances the security and 
trustworthiness of the resource allocation process.

2. Proposing a blockchain-based 6G task offloading and 
collaborative computational resource allocation algo-
rithm (CERMTOB, Cloud-Edge Resource Manage-
ment and Task Offloading in Blockchain Networks). 
The algorithm addresses the minimization delay prob-
lem, which involves the total task offloading delay, 
the total computational task processing delay, and 
the blockchain network layer computational delay. To 
solve this issue, WF-CSA(wolf fish collaborative search 
algorithm) is proposed. WF-CSA divides the fish into 
head fish, explorer fish, and fierce fish, assigning the 
seven behaviors of wolf pack and fish pack according 
to their characteristics. This methodology expedites the 
convergence rate of the algorithm, successfully accom-
plishing the goal of minimizing time delay.

3. The simulation results demonstrate that the WF-CSA 
algorithm achieves a notable reduction in total delay 
compared to AFSA,WPA and BPSO, with improve-
ments of up to 42.58%, 28.58% and 15.93%, respectively, 
across varying task sizes. Additionally, WF-CSA dem-
onstrates superior performance with varying numbers 
of users and computing power of MEC servers. Mean-
while, the cloud-side end offloading system integrated 
with blockchain improves the communication success 
rate by up to 14.93% compared to the cloud-side end 
offloading system without blockchain.

System model
Network model
The blockchain-based 6G cloud network edge-end collabo-
rative task offloading model proposed in this study is shown 
in Fig. 1. The system model comprises a cloud server layer, 
a blockchain network layer, an edge layer, and a user ter-
minal layer. The cloud server layer includes a cloud server 
CS.The edge server layer contains M base stations, denoted 

Table 1 Differences between this paper and previous studies

Reference Cloud Edge offloading Blockchain Communication 
interference

Multibase station 
cooperative computing

Algorithm

[12] � × × × MDP RL

[14] � × � × Queue-based 
offloading

[27] � � × × RL

[29] � � × × CRL

[30] × � × � A3C

Our � � � � WF-CSA
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by the set BS, BS = {BS1,BS2, · · · ,BSm, · · · ,BSM} . Each 
base station is equipped with an MEC server, and the cor-
responding MEC server for base station BSm is denoted 
as MECm . The set M MEC servers is denoted as MEC, 
MEC = {MEC1,MEC2, · · · ,MECm, · · · ,MECM} . In the 
coverage area of each base station, there are N user termi-
nals, and the user terminals covered by base station BSm 
are denoted as UEm = {UEm

1 ,UEm
2 , · · · ,UEm

n , · · · ,UEm
N } . 

Therefore, the user terminal layer comprises a total of 
M × N user terminals.

In the blockchain network layer, each base station and 
its MEC server are treated as distinct blockchain nodes, 
containing a total of M blockchain nodes. Let V trust

n→m rep-
resent the confidence value of user terminal n to block-
chain node m. The consensus mechanism selects the 
most trustworthy D(D < M) blockchain nodes from the 
total blockchain nodes, while non-selected nodes are 
only responsible for receiving data and bookkeeping. 
This design aims to mitigate the threat of unauthorized 
devices through consensus algorithms, thereby improv-
ing the security and trustworthiness of resource alloca-
tion and computation offloading. Details of the symbols 
used in the paper are shown in Table 2 for reference.

Offloading model
In this study, it is assumed that a fine-grained computa-
tion task Tm

n  is generated at a given time on a user terminal 

UEm
n  situated in the coverage area of base station BSm . This 

task can be partitioned into multiple subtasks.Tm
n  can be 

expressed as a ternary Tm
n =< dmn , smn , τ

m
n >,dmn  denotes 

the total input data size for computational task Tm
n  , unit 

is expressed in bits;smn  represents the computing power 
required to complete a unit of task data, expressed in cycles/
bit;τmn  indicates the deadline for task completion in s.

Due to the limited local computing power of the user 
terminal, completing the computing task within the 
deadline τmn  is not feasible. Therefore, the task needs 
to be offloaded to the MEC server and cloud server for 
processing  [32]. Simultaneously, if the MEC server is 
overwhelmed with computational tasks and other base 
stations have ample computational resources, tasks can 
be offloaded to those base stations for assistance. In this 
study, the partial offloading approach aims to optimize 
the utilization of computing resources at the user terminal 
layer, edge layer, and cloud server layer.The proportions 
of sub-tasks for local terminal computing, offloading to 
MEC server, and cloud server computing, respectively, are 
expressed by αm

n ,β
m,1
n ,βm,2

n , · · · ,βm,m
n , · · · ,βm,M

n , γm
n ,and 

αm
n + βm,1

n + βm,2
n + · · · + βm,m

n + · · · + βm,M
n + γm

n = 1.
Wireless communication links are used between user 

terminals and base stations, while fiber optics facili-
tate wired communication between base stations and 
also between base stations and cloud servers. In this 
study, Orthogonal Frequency Division Multiple Access 

Fig. 1 The blockchain-based 6G cloud network edge-end collaborative task offloading model
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(OFDMA) technique is used for uplink offloading of 
user terminals within the same base station. The com-
munication bandwidth B of each base station is divided 
into N mutually orthogonal wireless communica-
tion subchannels, each with a bandwidth f = B

N ,and 
the set of communication subchannels is defined as 
f = {f1, f2, · · · , fn, · · · , fN }.Each subchannel is assigned 
to a user terminal for communication, ensuring that users 
within the range of the same base station experience no 
interference with each other  [33]. Assuming that user 
terminals within the range of different base stations can 
multiplex the same wireless communication subchannel, 
UE1

n ,UE
2
n , · · · ,UE

m
n , · · · ,UEM

n  denotes that user termi-
nals n within M base stations multiplex the subchannel 
segment fn.Therefore,UEm

n  will experience interference 
from user terminals from other base stations, denoted by

where afnij ∈ {0, 1},assuming that a terminal can only 
offload the task through one sub-channel, then the com-
putation task Tm

n  generated by user terminal i is offloaded 
to the MEC server j for computation using subchan-
nel fn when afnij = 1,otherwise.gfni,j indicates the channel 
gain between user terminal i and MEC server j,which is 
calculated from gfni,j = ξi,j(t)h0(d0/di,j)

θ,ξn,m is the Ray-
leigh fading between user terminal i and MEC server 
j,h0 denotes the path loss constant,d0 is the reference 

(1)I
fn
n,m =

i∈UEm\{UEm
n } j∈BS\{BSm}

a
fn
ij pig

fn
i,j

distance, and di,j represents the distance between user 
terminal i and MEC server j  [34].

Similarly, the signal-to-interference-plus-noise ratio for 
the offloading task of terminal UEm

n  is obtained as

where σ 2 is the background noise variance. Using Shan-
non’s formula, the transmission rate when terminal UEm

n  
offloads the task can be obtained as

and the communication latency of the offloading task 
from terminal UEm

n  to MEC server is

The total communication latency of the terminal 
offload task to MEC server is

In this study, it is assumed that the transmission delay 
incurred between base stations utilizing fiber optic com-
munication is negligible. The fixed transmission rate for 
fiber link communication between the MEC server and 
the cloud server can be denoted by Rm,c , and the loss in 
fiber optic transmission is ignored. Therefore, the trans-
mission delay of the task offloading from base station 
BSm to the cloud server is

The total communication latency of the base station 
offloading tasks to the cloud server is calculated as

The total communication latency for task offloading is 
calculated as

(2)SINRn,m =
pmn g

fn
n.m

I
fn
n,m + σ 2

(3)

Rn,m,fn = W log2(1+ SINRn,m)

= W log2

(

1+
pmn g

fn
n.m

I
fn
n,m + σ 2

)

(4)Tn,m,fn =
(1− αm

n )d
m
n

Rn,m,fn

(5)Ttrans
mec =

M
∑

m=1

N
∑

n=1

(1− αm
n )d

m
n

Rn,m,fn

(6)Tm,c =
γm
n dmn
Rm,c

(7)Ttrans
cloud =

M
∑

m=1

N
∑

n=1

γm
n dmn
Rm,c

(8)Ttrans
= Ttrans

mec + Ttrans
cloud

Table 2 Summary of notations

Symbols Description

M Number of base stations

N Number of users in each base station

D Number of consensus nodes

Tmn Computational tasks generated by user n in base 
station m

dmn Total input data size for task Tmn
smn Computing power required to complete a unit of task 

data

τmn Deadline for task completion

αm
n ,β

m,M
n , γm

n
Local offload ratio, Mth MEC server offload ratio, cloud 
server offload ratio

f Sub-channel bandwidth for users

g
fn
n,m

Channel gain of user terminal n and MEC server m 
using subchannel fn

σ 2 Background noise variance

f localn,m  , f MEC
n,m  , f cloudn,m

CPU computation frequency for local, MEC, and cloud 
tasks

ϕ , φ CPU cycles required for signature and MAC genera-
tion/verification

ϑ Maximum transaction capacity within a block

θ weight of correct transactions

f btd
CPU cycle frequency of consensus node d
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Computation model
Due to the different locations where each molecular task 
is processed, the computation modes can be catego-
rized into three types: local computation mode, which 
is processed at local terminals; MEC server computation 
mode, which is processed on MEC servers; and cloud 
server computation mode, which is processed on cloud 
servers. The three computational modes consume com-
putational resources from different endpoints and can, 
therefore, process tasks in parallel.

Local computation
Assuming that the CPU computation frequency of the 
nth user terminal within the range of base station BSm is 
f localn,m  , according to the computational mandate Tm

n  and 
the local offloading ratio αm

n  , the delay Tlocal
n,m  required for 

local computation can be obtained as

This, in turn, gives the total delay of local computation as

MEC server computing
Assuming that the CPU computing frequency assigned 
by the MEC server MECm to the computation task 
Tm
n  subtask is f MEC

n,m  , and according to the compu-
tational mandate Tm

n  and the MEC offloading ratio 
βm,1
n ,βm,2

n , · · · ,βm,m
n , · · · ,βm,M

n  , the delay TMEC
n,m  required 

for the computation by the MEC server can be obtained as

This, in turn, gives the total delay calculated by the MEC 
server as

Cloud server computing
Assuming that the CPU computation frequency assigned 
by the cloud server CS to the computation task Tm

n  subtask 
is f cloudn,m  , and based on the computation task Tm

n  and the 
cloud server offload ratio γm

n  , the delay Tcloud
n,m  required by 

the cloud server for computation can be obtained as

(9)Tlocal
n,m =

αm
n d

m
n smn

f localn,m

(10)Texe
local =

M
∑

m=1

N
∑

n=1

αm
n d

m
n smn

f localn,m

(11)TMEC
n,m =

M
∑

i=1

βm,i
n dmn smn
f MEC
n,m

(12)Texe
mec =

M
∑

m=1

N
∑

n=1

M
∑

i=1

βm,i
n dmn smn
f MEC
n,m

This, in turn, gives the total delay of the cloud server 
computation as

In summary, the adoption of partial offloading facilitates 
concurrent processing of computational mandates, thereby 
reducing the overall processing latency, denoted as Texe of 
the computational tasks generated by the user terminal

Blockchain model
Since blockchain nodes with low trust values may expe-
rience packet loss during offloading, each end device 
should select nodes with higher trust values for com-
munication to enhance the safety and stability of the 
communication. The confidence values of M blockchain 
nodes are calculated using the trust value calculation 
method in “Blockchain MEC system trust value Compu-
tation” section and arranged in descending order of trust 
value. The first D nodes with the highest trust values 
among them can be selected as consensus nodes.

Assuming that the consensus node of the blockchain 
employs practical byzantine fault tolerance (PBFT) as the 
consensus mechanism, the implementation steps are as 
follows [35]:

In the first step, the blockchain node collects the trans-
action recorded by the computational task offload from 
the edge layer. Upon receiving these transactions, the 
master node undertakes the verification process for 
both the signature and the message authentication code 
(MAC). Assuming equal CPU cycles are required for gen-
erating and verifying the signature and MAC, denoted as 
ϕ and φ , respectively, the computational cost of the mas-
ter node is

where ϑ represents the maximum capacity of transac-
tions that can be included within a block, and θ repre-
sents the weight of correct transactions.

In the second step, the master node dispatches a pre-
prepare message to all sub-nodes. When the sub-node 
obtains a new block, it first verifies the signature and 
MAC of the block. Subsequently, it verifies the signature 
and MAC of the transaction. The computational cost of 
the sub-node during the pre-prepare process is

(13)Tcloud
n,m =

γm
n dmn smn
f cloudn,m

(14)Texe
cloud =

M
∑

m=1

N
∑

n=1

γm
n dmn smn
f cloudn,m

(15)Texe
= max

{

Texe
local ,T

exe
mec,T

exe
cloud

}

(16)h1 =
ϑ

θ
(ϕ + φ)
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In the third step, each sub-node dispatches a prepare 
message to the rest of the sub-nodes. This node has 
to verify 2f (f = (D − 1)/3) signatures and MACs sent 
from the other sub-nodes, and the sub-node has to 
generate 1 signature and D − 1 MACs. The computa-
tional overhead incurred by the sub-nodes during the 
commit phase is

In the fourth step, each sub-node sends a commit mes-
sage to the rest of the sub-nodes, and the sub-nodes also 
need to verify 2f signature and MAC upon obtaining the 
commit message. The computational overhead of the 
sub-nodes in the commit phase is

In the fifth step, the new block becomes a valid 
block after receiving 2f matching commit message and 
subsequently broadcasts it to the blockchain network 
layer, where the computational overhead of the sub-
node is

Therefore, the total consensus delay at the blockchain 
network layer is

where Hbt = h1 + h2 + h3 + h4 + h5 is the total compu-
tational overhead of the blockchain consensus process, 
and f btd  is the CPU cycle frequency of the dth consensus 
node.

Blockchain MEC system trust value computation
In this study, a comprehensive estimation method is 
used to determine the trustworthiness of consensus 
nodes, which includes both direct and indirect con-
fidence factors. The direct confidence assessment is 
carried out using subjective logic, while the determina-
tion of indirect confidence involves soliciting opinions 
from third-party sources. It is assumed that the node 
confidence value is estimated according to a real num-
ber from 0 to 1. Similar to many related literatures, the 
critical value of trust is set to 0.5, and a node is con-
sidered credible when the confidence value is greater 
than 0.5; otherwise, it is not considered credible. The 
confidence value of a consensus node is calculated as 
described below [30].

(17)h2 = (ϑ + 1)(ϕ + φ)

(18)h3 = ϕ + (D − 1)φ + 2f (ϕ + φ)

(19)h4 = ϕ + (D − 1)φ + 2f (ϕ + φ)

(20)h5 = ϑ(ϕ + φ)

(21)Tbt
= max

{

Hbt

f btd

}

Computing of direct confidence value
The computation of the direct confidence value is based 
on node honesty (NH) and node capacity. Therefore, 
a subjective logical framework must be employed to 
address the uncertainty in the task offloading process due 
to the inherent volatility and noise issues in the commu-
nication channel between the end device and the consen-
sus node. Assume that the trust value of a terminal device 
UEm

n  to a communication base station BSm is represented 
by the triad ωm

n→m = {bmn→m, d
m
n→m, v

m
n→m} , where bmn→m

,dmn→m,vmn→mdenote trust, distrust, and uncertainty in 
turn, and that the relationship among them is

According to the confidence model in the literature, the 
node honesty NH can be obtained using the following 
equation

where 0 ≤ µ ≤ 1 is a constant representing the magni-
tude of the impact of confidence uncertainty, and

where αm
n→m and βm

n→m represent the number of com-
pleted and uncompleted communications, respectively, 
and smn→m represents the quality of the communication 
channel, indicating the chance of successful grouping.

where Pm
n→m denotes the chance of dropping the packet, 

which can be determined using the following equation:

where ωm(b) denotes the weighting factor assigned to 
the historical link state of base station BSm , such that 
link = ωm(1),ωm(2), · · · ,ωm(b) represents the state of 
the historical link, and the weight value is derived from 
ωm(b) = (2bm/cm(cm + 1)) , where bm and cm represent 
the sequence number of ωm(b) in the link and the link 
state sequence number.

Additionally, this study assumes that all base stations 
share identical initial energy loss rate and energy criterion, 

(22)
bmn→m, d

m
n→m, v

m
n→m ∈ [0, 1]

bmn→m + dmn→m + vmn→m = 1

(23)NHm
n→m = bmn→m + µvmn→m

(24)

bmn→m = (1− vmn→m)
αm
n→m

αm
n→m + βm

n→m

dmn→m = (1− vmn→m)
βm
n→m

αm
n→m + βm

n→m

vmn→m = 1− smn→m

(25)

new
α m

n→m = αm
n→m + Pm

n→m × (αm
n→m + βm

n→m)

new
β m

n→m = βm
n→m − Pm

n→m × (αm
n→m + βm

n→m)

(26)Pm
n→m = 1−

∑c
b ωm(b)× ωm(b)
∑c

b ωm(b)
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and malicious nodes usually lose energy abnormally when 
they attack. Therefore, this study uses energy as a measure 
of QoS confidence value as a way of determining whether a 
communication base station is malicious or not. Assuming 
that Qm

n→m uses the ray projection method to represent the 
energy loss rate ( Qm

n→m ∈ [0, 1]),the node capacity (NC) is 
therefore given by the following equation:

where Em
n→m and ψ denote the remaining energy and 

energy threshold of a blockchain node, respectively.
To summarize, node confidence depends on NH and 

NC, and the direct confidence value of a blockchain node 
can be denoted as

Computation of indirect confidence value
Recommendations from third-party blockchain network 
layers also need to be considered to derive trust values. In 
this study, we assume that the reserve blockchain nodes 
agree to dedicate their resources to assist the end devices 
in offloading and computing tasks. When the end devices 
want to offload utilizing blockchain nodes, the reserve 
nodes around them will apply to the blockchain network 
layer for the opportunity to assist in the offloading task. 
Once the application is received, the blockchain network 
layer selects a appropriate reserve node by evaluating the 
suggested values associated with each potential reserve 
node . In this study, we assume that the blockchain updates 
and saves the recommendations of the reserve nodes in a 
timely manner. However, not every updated recommenda-
tion is trustworthy. If the selection is done based on the rec-
ommendations updated by the preparatory nodes at a time, 
untrustworthy preparatory nodes may be selected, leading 
to unreliable trust estimates. Therefore, it is necessary to 
verify whether the recommendation is trustworthy or not.

In this study, we present a simple approach that relies on 
the recommended reliability Rrel

n→m to evaluate the recom-
mended values. The method calculates the average value 
Rave
m  of all update recommendations for the reserve node 

m and determines the disparity of this average and the spe-
cific recommendation. The greater the disparity, the less 
reliable the recommendation is. Eventually, the reliability 
Rrel
n→m of the recommendation can be expressed as:

where Rrec,i
n→m is the suggested value for the ith update 

within the blockchain network layer.

(27)NCm
n→m =

{

1− Qm
n→m, if E

m
n→m ≥ ψ

0, otherwise

(28)V
direct
n→m =

{

0.5+ (NHm
n→m − 0.5)× NC

m
n→m , if NHm

n→m ≥ 0.5

NH
m
n→m × NC

m
n→m, otherwise

(29)Rrel
n→m = 1−

∣

∣

∣
Rrec,i
n→m − Rave

m

∣

∣

∣

If the recommender’s recommendation credibility falls 
below 0.5, regardless of the magnitude of the recommen-
dation value, we still cannot conclude that the recommen-
dation is trustworthy based on this alone, and the final 
recommendation trust value should consider the credibility 
of the recommendation and the recommendation value:

where I represent the number of times the recommended 
value is updated. Subsequently, the confidence value of 
the blockchain node can then be derived as:

where ωdirect denotes the weight of the direct 
value,ωrecom denotes the weight of the recommended 
value, Thnum denotes the count of interactions occur-
ring from the recommender to the blockchain network 
layer,ωdirect ∈ [0, 1],ωrecom ∈ [0, 1],ωdirect + ωrecom = 1.

Issue modeling
In this study, we raise an optimization problem whose 
objective is to minimize the latency by considering the 
total task offloading latency, the total computational task 
processing latency, and the blockchain network layer 
computational latency. The problem function can be rep-
resented as

In turn, the proposed minimization delay function is 
obtained as

where C1 represents that the proportions of subtasks for 
local terminal computation, offloading to the MEC server, 

(30)Rrecom
n→m =

∑I
i=1 R

rel
n→m × Rrec,i

n→m

I

(31)V
trust
n→m =

{

V
direct
n→m , if αnew

n→m ≥ Thnum

ωdirectV
direct
n→m + ωrecomR

recom
n→m , otherwise

(32)

F = Ttrans
+ Texe

+ Tbt

=

M
∑

m=1

N
∑

n=1

(1− αm
n )d

m
n

Rn,m,fn

+

M
∑

m=1

N
∑

n=1

γm
n dmn
Rm,c

+

max

{

M
∑

m=1

N
∑

n=1

αm
n d

m
n smn

f localn,m

,

M
∑

m=1

N
∑

n=1

M
∑

i=1

βm,i
n dmn smn
f MEC
n,m

,

M
∑

m=1

N
∑

n=1

γm
n dmn smn
f cloudn,m

}

+max

{

(h1 + h2 + h3 + h4 + h5)

f btd

}

(33)

Minimize F

s.t. C1: αm
n + βm,1

n + · · · + βm,i
n + · · · + βm,M

n + γm
n = 1

C2: αm
n ∈ [0, 1],βm,i

n ∈ [0, 1], γm
n ∈ [0, 1]

C3: T
trans

+ T
exe

+ T
bt

≤ τmn
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and cloud server computation sum up to 1; C2 ensures 
that the proportions of subtasks for local computation, 
offloading to the MEC server, and cloud server computa-
tion are within the range of 0 to 1; and C3 ensures that 
the total latency for local, MEC server, and cloud server 
computation, offloading, and consensus must be less 
than the task completion cut-off time.

Solving based on WF‑CSA optimization algorithm
An individual artificial fish swarm algorithm exhibits 
some randomness during the solution process, resulting 
in slow convergence and susceptibility to local optimum 
solution. To address this issue, this study introduces 
the wolf pack algorithm into the artificial fish swarm 
algorithm to enhance its global search capability. The 
algorithm achieves faster convergence and improved 
solutions through collaboration and information 
exchange among the wolves. In the wolf pack algorithm, 
problem-solving is based on the hunting skills of wolves, 
with each artificial wolf representing a feasible solution 
and the prey odor concentration corresponding to the fit-
ness value of the objective function. The pack comprises 
three different roles: head wolf, scout wolf, and fierce 
wolf . Similarly, the artificial fish are divided into head 
fish, scout fish, and fierce fish.

The fish swarm algorithm incorporates four behaviors: 
foraging, aggregation, tail chasing, and random [36], while 
the wolf pack algorithm includes three behaviors: wander-
ing, summoning, and siege [37]. Despite differences, there 
are similarities between these behaviors. In this study, the 
head fish is designated to perform aggregation and tail 
chasing behaviors, the explorer fish to perform foraging, 
wandering, and random behaviors, and the fierce fish to 
perform summoning and siege behaviors. This strategic 
assignment of behaviors aims to enhance the algorithm’s 
exploration of the solution space more efficiently.

Headfish behavior
Aggregation behavior
Search for other neighboring fish xj(dij < Visual) 
within the field of view of the headfish,xi where the 
total number of neighboring fish is nf .If nf > 0,calcu-
late the center position xc and the corresponding fit-
ness value yc within the field of view of the fierce fish. If 
yc/nf > δyi(where δ is the crowding factor), the head-
fish xi swims one step toward the center position of the 
neighboring fish

(34)xc =

nf
∑

j=1

xj/nf

If the step size is a static constant, increasing the Step 
is beneficial to promote fish convergence, but too large 
a Step will slow down the iteration speed. Compared to 
a static constant moving step, this study uses a dynami-
cally updated moving step for artificial fish to accelerate 
convergence while improving the accuracy and stability 
of the algorithm. To prevent the step size from decreas-
ing to 0, rendering the algorithm’s inability to find a more 
optimal solution, the minimum value of the moving step 
size is set to τ . Simultaneously, the number of fitness 
changes V is introduced with an initial value of 0, and 
the value of V increases by 1 every time an artificial fish 
updates its optimal fitness.

When the algorithm initially starts running, the move 
step size Step is set to the default size, and a threshold 
N2 for dynamic move step splitting is defined. When the 
number of iterations of the algorithm reaches a thresh-
old, in the subsequent T1 · N2(T1 > 1) iterations, the fish 
use Step given by the following equation

where T2 is a constant, and 1 < T2 < T1,ρ are step factors 
and ρ ∈ (0, 1) . When the value of Step after updating is 
less than the minimum value τ , make the value of Step at 
this point τ , until the number of iterations reaches T1 · N2 
then return V to zero.

Tail chasing behavior
Search for other neighboring fish xj(dij < Visual) within 
the field of view of the headfish, xi and the total number 
of neighboring fish is nf  . If nf > 0 , search for the nearby 
artificial fish xmax with the largest fitness value ymax . If 
ymax/nmax > δyi , the headfish xi swims one step toward 
the artificial fish xmax.

Scout fish behavior
Foraging behavior
The scout fish use visualization to sense the concen-
tration of food and thus determine the direction of 
approach. Assuming that the location and fitness value 
of the ith scout fish are xi and yi respectively, and a dif-
ferent location in the scout fishs’ field of view and its fit-
ness value are xjand yj , respectively, if yj > yi , swim one 
step in the direction of the new location; otherwise, look 
for a different location again to determine whether the 

(35)xnext = xi +
xc − xi

�xc − xi�
· Step · Rand()

(36)Step =

{

Step÷ ρ , N2 ≤ V ≤ N2 · T2

Step× ρ , V > N2 · T2

(37)xnext = xi +
xnext − xi

�xnext − xi�
· Step · Rand()
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condition can be satisfied, and if it is not yet satisfied. if 
it is not yet satisfied, move one step randomly. The scout 
fish xi randomly determines a location xj in its field of 
view, as given in the following equation:

Wandering behavior
xi is the location of the scout fish i in dimension d. The 
scout fish advances in h directions with a wandering step 
stepa and records the food concentration after advancing 
in each direction. Subsequently, it returns to its original 
position. Therefore, the position of the scout fish after 
moving one step in the pth (p = 1, 2, · · · , h) orientation is

Random behavior
The scout fish typically swim irregularly through the 
water, aiming to expand their range of motion to search 
for food and make companions more efficiently.

Fierce fish behavior
Summoning behavior
As the artificial fish with the largest fitness value, the 
headfish will call out to surrounding fierce fish to take a 
raiding step stepb to swim rapidly to its position. If the 
concentration of food found by the fierce fish is greater 
than the concentration of food perceived by the headfish, 
the headfish will update and re-summon the fierce fish, 
otherwise, the fierce fish will continue to remain on the 
run, i.e.

where xi represents the present location of the ith fierce 
fish, and g represents the present location of the head 
wolf.

Siege behavior
The fierce fish closer to the headfish will hunt for food in 
concert with the scout fish. If the artificial fish perceives a 

(38)xnext = xi +
xj − xi

∥

∥xj − xi
∥

∥

· Step · Rand()

(39)xnext = xi + Visual · Rand()

(40)xnext = xi + sin
(

2π
p

h

)

× stepa

(41)xnext = xi + Visual · Rand()

(42)xnext = xi + stepb ×
g − xi
∣

∣g − xi
∣

∣

food concentration greater than that at the previous loca-
tion, the scout fish will hunt for food at a hunting step 
stepc . Assuming that the location of the food is G and � is 
a random number between [-1,1], the behavior of the fish 
siege is denoted as

The relationship between the wandering step length 
stepa , raiding step length stepb , and hunting step length 
stepc is shown in the following equation:

where S is the step factor, and [maxd −mind] is the 
range of values of the variable to be solved in the dth 
dimension.

Algorithm parameter improvement and process
Survival mechanism for the strong fish
Since the strong artificial fish will be allocated food pref-
erentially, they are more likely to have a chance of sur-
vival compared to the weak artificial fish. Therefore, in 
the optimization algorithm, the R artificial fish with the 
lowest fitness value are eliminated in each round, and 
then R new artificial fish are generated to replenish them.

Dynamic field of view range Visual
In this study, it is presumed that the artificial fish’s field 
of view is continuous, enabling the expansion of the 
optimization search interval in the early stage of the 
algorithm when the field of view is large. However, due 
to the increase of local optimal points in the later stages 
of the algorithm, too large a value of Visual may pose an 
obstacle to the convergence of the algorithm. Therefore, 
the value of Visual should be reduced appropriately. This 
adjustment aims to find the optimal fitness value through 
fewer iterations. The expression for Visual is as follows:

where Nj represents the present number of iterations of 
the algorithm, N1 is the threshold for dynamic segmenta-
tion of the field of view range, ε denotes the attenuation 
coefficient, andε ∈ (0, 1).

Crowding factor
The crowding factor δ represents the degree of crowding 
that the fish population can accommodate; when δ is large, 
it increases the search range of artificial fish, while when 
δ is small, it helps in localized range search. Therefore, 

(43)xnext = xi + �× stepc × |G − xi|

(44)stepa =
stepb

2
= 2stepc =

|maxd −mind |

S

(45)Visual =

{

ε × Visual , Nj ≥ N1

Visual , 1 < Nj < N1
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the spectrum of values attributed to δ significantly influ-
ences the algorithm’s convergence. In this study, a non-
linear dynamic adjustment strategy of inertia weights is 
employed so that the crowding degree factor can improve 
the global optimization seeking ability of the fish popula-
tion during the dynamic transition from large to small. The 
representation of the crowding degree factor is as follows:

where z = 2− 2
(

2Nj

Nmax
−

Nj

Nmax

2
)

 denotes the control 
parameter,Nj and Nmax represent the present iteration 
count and the maximum allowable iterations, respec-
tively. As the number of iterations increase, it gradually 
decreases from 2 to 0, denoting a random number 
between [0,1]. Algorithm  1 summarizes the wolf fish 
school cooperative search algorithm.

Algorithm 1 Wolf Fish Collaborative Search 
Algorithm(WF‑CSA)

Simulation

In this study, we examine a model consisting of a cloud 
server layer, a blockchain network layer, an edge layer, 
and a user terminal layer. The cloud server is located at 

(46)δ = 2z × r − z

the center of a 100m × 100m, and five base stations are 
evenly distributed in the same area, each paired with a 
corresponding MEC server. The system contains a total 
of 50 user terminals randomly distributed within a 10m 
radius of each base station.In this paper, we set the simu-
lation parameters based on the research results on block-
chain consensus in the literature   [29] and the research 
on cloud-side collaboration partial offloading in refer-
ence   [38]. The validity of the WF-CSA algorithm has 
been confirmed through simulation, employing specific 
parameters delineated in Table 3.

Figure  2 illustrates the trend of fitness values with 
increasing number of iterations under different algo-
rithms. The horizontal coordinate indicates the number 
of iterations and the vertical coordinate indicates the best 
fitness value. The blue line denotes WF-CSA, the red line 
denotes WPA (Wolf Pack Algorithm), the yellow line 

denotes AFSA (Artificial Fish Swarm Algorithm) and the 
purple line denotes BPSO  [39] (Binary Particle Swarm 
Optimisation). The graphs show a clear trend: the fitness 
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values of all four algorithms gradually decrease as the 
number of iterations increases.The WF-CSA algorithm 
converges to lower fitness values faster with fewer itera-
tions. This is because in the WF-CSA algorithm, the posi-
tion of the headfish first undergoes aggregation and tail 
chasing behaviours to obtain a more optimal position. 
The optimised position of the headfish can coordinate 
the behaviour of the whole school more effectively and 

guide the scout fish and fierce fish to explore in a more 
favourable direction in a more organised and targeted 
way. Meanwhile compared to the WPA,AFSA and BPSO 
algorithms, the WF-CSA algorithm introduces more 
behavioural strategies, allowing the algorithm to explore 
the solution space in a more comprehensive way rather 
than being limited to specific search directions.The WF-
CSA algorithm converges to lower fitness values faster 
with fewer iterations.

Figure 3 shows the trend of total delay with increasing 
number of users for different algorithms. The horizon-
tal axis represents the number of users and the vertical 
axis represents the total delay. It is clear from the figure 
that the total delay under different algorithms tends to 
increase as the number of users increases. This is due to 
the fact that the more the number of users, the more the 
computational tasks are, and the processing of these tasks 
leads to an increase in computational latency, which in 
turn leads to a rise in the total latency. Therefore, when 
performing the actual system implementation, in order to 
keep the total delay of the system unchanged, the impact 
of the increase in the number of users can be offset by 
increasing the number of base stations and MEC servers 
at the same time. In addition, the complexity of the whole 
system can be reduced by increasing the computational 
power of the MEC servers, thus improving the scalability 
of the system in terms of the number of user terminals. 
By comparing the curves of different algorithms, it is 
found that the total delay obtained by the WF-CSA algo-
rithm can be reduced by as much as 53.48%, 36.1% and 

Table 3 Simulation parameters

Parameters Values

Number of cloud server 1

Number of MEC servers 5

Number of base stations 5

Number of users 50

Bandwidth for users 10 MHZ

Size of the task 100000 bit

task complexity [25,50] CPU cycle/bit

Computing capacity of user terminals [1.5, 2.0]× 109 cycle/s

CPU computing capacity of MEC servers 2.0× 1010 cycle/s

CPU computing capacity of cloud servers 2.5× 1012 cycle/s

Number of CPU cycles required to generate/
verify a signature

1.0× 106 cycle

Number of CPU cycles required to generate/
verify a MAC

1.0× 107 cycle

Maximum number of transactions in a block 1500

Deadline for completion of tasks 10 s

transmission power 1 W

noise power 0.01 W

Fig. 2 The Correlation between Iteration Count and Optimal Fitness Value
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25.66% compared to the WPA, AFSA and BPSO algo-
rithms, respectively.

Figure 4 shows the trend of total delay with an increas-
ing task size under different algorithms. The horizontal 
coordinate denotes the task size, and the vertical coor-
dinate denotes the total delay. As observed from the fig-
ure, the total delay under different algorithms tends to 
increase as the task size increases. This is due to the task 

size increase, leading to a higher volume of data process-
ing and computation. Additionally, the communication 
overhead between different nodes also increases, result-
ing in a larger total delay. When comparing the curves of 
different algorithms, WF-CSA reduces the total delay by 
as much as 42.58%, 28.58% and 15.93% as compared to 
AFSA, WPA and BPSO respectively.

Fig. 3 Total time delay vs. number of users

Fig. 4 Total time delay vs. size of task
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Figure 5 demonstrates the trend of total delay with an 
increasing CPU cycle frequency of the MEC server under 
different algorithms. The horizontal coordinate repre-
sents the CPU cycle frequency size of the MEC server, 
and the vertical coordinate represents the total delay. 
From the figure, it is evident that the total delay under 
different algorithms shows a decreasing trend as the CPU 

cycle frequency of the MEC server increases. This phe-
nomena is attributed to the fact that with a higher CPU 
cycle frequency, the number of computational instruc-
tions executed per second also increases, resulting in 
improved processing speed of the tasks. Meanwhile, a 
higher CPU frequency may enhance task scheduling, 
making it more flexible and efficient, further reducing the 

Fig. 5 Total time delay vs. size of CPU cycle frequency of MEC server

Fig. 6 Communication success rate vs. count of malicious nodes
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total latency. Compared with AFSA, WPA and BPSO, the 
total delay obtained by WF-CSA can be reduced by up to 
56.67%, 42.37% and 22.42%, respectively.

Figure 6 shows the trend of communication success rate 
as the number of malicious nodes increases in the cloud 
offloading system with and without blockchain. The hori-
zontal axis represents the number of malicious nodes and 
the vertical axis represents the communication success 
rate. The figure shows that the communication success 
rate shows a significant decreasing trend as the number 
of malicious nodes increases. This is mainly due to the 
fact that malicious nodes may perform denial-of-service 
attacks, causing service interruptions and thus jeopard-
ising the security and reliability of the system. Reducing 
the attacks of malicious nodes on the system through the 
blockchain PBFT consensus mechanism can effectively 
improve the communication success rate of the system, 
so the system designed in this paper has good scalability 
in dealing with the number of malicious nodes. The inte-
gration of blockchain into the cloud-side end offloading 
system can increase the communication success rate by 
14.93% compared to the same system without blockchain.

Conclusion
In this study, we propose a collaborative task offloading 
model for 6G cloud network edge-end, incorporating 
multiple edge computing servers, communication base 
stations, user terminals, and a cloud server. The model 
enables the partial offloading of terminal device compu-
tational tasks to the MEC server and the cloud server for 
computation, or collaborative computation with other 
base stations having available computational resources . 
This model aims to reduce task processing time, ensure 
sufficient computing resources, and improve communi-
cation security and stability through the blockchain con-
sensus mechanism.

Furthermore, this study proposes the CERMTOB 
algorithm, which formulates the minimization delay 
problem by incorporating the total task offloading 
delay, the total computational task processing latency, 
and the consensus delay of the blockchain network 
layer. The WF-CSA algorithm is used to optimal the 
offloading decisions with the aim of minimizing over-
all delay. The simulation results show the validity of 
the WF-CSA algorithm, showcasing reductions in total 
delay by up to 42.58%, 28.58% and 15.93% compared to 
the AFSA, WPA and BPSO algorithms across different 
task sizes. Furthermore, WF-CSA algorithm demon-
strates superior results in scenarios involving changes 
in the count of users and the computational capac-
ity of the MEC server. Additionally, the incorporation 
of blockchain in the cloud-side end offloading system 

contributes to an improved communication success 
rate, achieving improvements of up to 14.93% com-
pared a system without blockchain.

Abbreviations
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